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Abstract.

We prove existence, local uniqueness and asymptotic estimates for boundary layer
solutions to singularly perturbed problems of the type e*u” = f(z,u,eu’,€), 0 < x < 1,
with Dirichlet and Neumann boundary conditions. For that we assume that there is
given a family of approximate solutions which satisfy the differential equation and
the boundary conditions with certain low accuracy. Moreover, we show that, if this
accuracy is high, then the closeness of the approximate solution to the exact solution
is correspondingly high. The main tool of the proofs is a modification of an Implicit
Function Theorem of R. MAGNUS. Finally we show how to construct approximate
solutions under certain natural conditions.

Keywords: singular perturbation, asymptotic approximation, boundary layer, im-
plicit function theorem.

1 Introduction

This paper is concerned with boundary value problems for second order semilinear
ODE:s of the type

e2u’(x) = f(x,u(x),eu/(x),¢), 0<z<l, }
u(0) = fo, (1) =B,

where the function f : [0,1] x R? x [0,00) — R is of class C?, the boundary data
0o, 01 € R are fixed numbers, and ¢ is a small positive parameter. We suppose that

£(£,0,0,00=0 and 8yf(2,0,0,0) >0 forall z€][0,1], (1.2)

(1.1)

and that there exist C*-functions wp, w; : [0,00) — R such that

wg(y) = f(0,wo(y), wo(y),0), y >0, } (1.3)
wo(0) = o, wo(o0) =0, wy(0) # 0,

and
w’f(y) = f(lvwl(y>v _wll(y)70)’ y > O’ } (14)
w(0) =0, wi(o0) = 0.



Here O, f denotes the partial derivative of the function f with respect to its second
variable. Similar notation will be used later on.

Our goal here is to describe existence, local uniqueness and asymptotic behavior
for € — 0 of boundary layer solutions to (1.1), i.e. of solutions u with

u(z) ~ W.(z) = wo (g) +w, (1;”) (1.5)

In particular, we consider approximate solutions of the general form

T 11—z

U () == We(z) + re(x) = wo (E) +wy (

) +r(z), (1.6)

where r. € W22%(0, 1) is small in a certain sense, and derive an explicit estimate for the
distance between U.(z) and the exact solution to (1.1). This distance will be measured
by the norms ||u||o := max {|u(z)|: x € [0,1]} and ||ul|2¢, where

1S
Huuiyg = g/0 <Z ‘Eku(k)($)|2> dz. (1.7)
k=0

Our main result is the following

Theorem 1.1 Let f € C*([0,1]xR?*x [0, 00)) satisfy (1.2)-(1.4) and let r. € W*2(0,1)
obey
[7el[2e = 0 for & — +0. (1.8)

Then there exist eg > 0 and § > 0 such that for all e € (0,e0) there exists exactly
one solution u = u. to (1.1) such that |ju — U:||a. < 0. Moreover, there exists ¢ > 0
such that

e = Uel|2,e < cwle), (1.9)
where
w(e) = é/ (521/{5{’(90) —f(x,ug(w),eug(x),e)) dx +
+ [U:(0) — Bo| + |elhl(1) — . (1.10)

Remark 1.2 It is easy to see that |[ul[ze(0,1/) < const - ||ullw22(01/) uniformly with
respect to € € (0,1]. Hence, there exists a constant ¢y > 0 such that

[ullse < collullze  and leu'llo < collull2e

for all e € (0,1] and all w € W*2(0,1). Therefore, the conclusion of Theorem 1.1
implies that

Ue — U|oo < const-w(e) and |leu. — eld! || < const - w(e).
£ €



Remark 1.3 Assumption (1.2) implies that the origin of the phase plane (w,w’) is a
hyperbolic saddle point for each of the two-dimensional autonomous systems

w”(y) = f(i>w(y)aw/<y)7 0), i=0,1 (1.11)

Indeed, the corresponding linearized equations have two nonzero eigenvalues with oppo-
site signs

Af—%<&f@m0ﬂﬁtJQJ@&&0W+4@ﬂ@&&®)- (1.12)

Therefore, on the phase plane (w,w") there exist one-dimensional stable manifolds cor-
responding to the systems (1.11)y and (1.11)y, which contain solutions of the bound-
ary value problems (1.3) and (1.4), respectively [1]. Moreover, every solution to (1.3)
or (1.4) satisfies exponential estimates

lwi(y)|, wi(y)] < bie?  forall y>0, i=0,1, (1.13)

where b; > 0 are some fized constants (cf. Lemma 5.1). Note, we do not impose any re-
strictions on the form of functions wy and wy. In particular, they may be non-monotone
and even partly oscillating.

Remark 1.4 Using Theorem 1.1 one can justify formal solution asymptotics to prob-
lem (1.1) provided they are close to W: in the || - |2 norm. In particular, due to this
theorem one obtain different accuracy estimates depending on the structure of func-
tion f and boundary data of problem (1.1) (compare, for example, Remark 3.3 and
Theorem 4.2).

Remark 1.5 If the function f doesn’t depend neither on u'(x) nor on e, then (1.1)

reads as
e2u'(x) = f(x,u(z)), 0<x <1,
U(O) = ﬁo, u’(l) = ﬁl- }

For those problems J. HALE and D. SALAZAR showed in [2] existence and asymptotic
behavior for ¢ — 0 of solutions with boundary and interior layers. Their existence
proofs were based on a combination of the Liapunov-Schmidt procedure and the implicit
function theorem. For that they needed eigenvalue estimates for the differential operator

(1.14)

d2
52@ + an(QT,U(I', 6))
with corresponding homogeneous boundary conditions, where U(x, ) is a family of ap-
prozimate solutions to (1.14).

The proof of our Theorem 1.1 is also based on the implicit function theorem, but
we need neither the Liapunov-Schmidt procedure nor eigenvalue estimates. Instead we
use a lemma of R. MAGNUS [8, Lemma 1.3] which helps to verify the assumptions of a
quite general implicit function theorem (see our Section 2). Moreover, our results work
already in the case when just leading terms describing the behavior of the boundary
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layers are known (Remark 3.2), while the Hale and Salazar’s approach requires an
approximation of a higher order.

Remark that ezistence and asymptotic behavior for e — 0 of solutions to (1.14)
with monotone Dirichlet boundary layers and with trivial Neumann boundary layers is
proved also by upper and lower solution techniques, see, for example, [3, 4].

Remark 1.6 We deal here with a special choice of boundary conditions. But our results
and the technique of proof remains valid with slight changes for the case of general linear
boundary conditions:

agu(0) — (1 — ap)u'(0) = By, aqu(l) + (1 —ay)u'(1) = fy,

where 0 < «o; < 1,1 =0,1.

2 Modified Implicit Function Theorem

In this section we formulate and prove an implicit function theorem with minimal
assumptions concerning continuity with respect to the control parameter. This is just
what we need for the proof of our Theorem 1.1.

Our implicit function theorem is very close to that of R. MAGNUS [8, Theorem 1.2].
The difference is that we work in bundles of Banach spaces, while MAGNUS works with
a fixed pair of Banach spaces. For other implicit function theorems with weak assump-
tions concerning continuity with respect to the control parameter see [5, Theorem 7],
(6, Theorem 3.4] and [7, Theorem 4.1].

Theorem 2.1 Let for any € € (0,g9) be given Banach spaces U. and V. and maps
F. € CYU.,V.) such that
|E(0)]] = 0 for £ — +0, @.1)

|12 (u) = FL(0)| = 0 for |e| + [luf| — 0 (2.2)

and
there exist 1 € (0,20] and ¢ > 0 such that for all € € (0,e1) }

the operators F!(0) are invertible and ||F.(0)7!| < c.

Then there exist €2 € (0,e1) and 6 > 0 such that for all € € (0,e2) there exists exactly
one u = u. with ||u|| < ¢ and F.(u) = 0. Moreover,

(2.3)

[uc]] < 2¢[[F=(0)]]- (2.4)
Proof For ¢ € (0,e1) we have F.(u) = 0 if and only if
G.(u) :==u— F(0)'F.(u) = u. (2.5)

Moreover, for such € and all u,v € U, we have
1
G.(u) — G.(v) = / GL(su+ (1 —s)v)(u—v)ds =
0
1
= F&f(O)_l/ (Fl(su+ (1 —s)v) — F0)) (u—v)ds.
0
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Hence, assumptions (2.2) and (2.3) imply that there exist 5 € (0,e1) and 6 > 0 such
that for all € € (0,e9)

1
|Ge(u) — G.(v)]| < §||u — | for all u,v € K? := {w € U, : |Jw| <6}
Using this and (2.3) again, for all € € (0,e2) we get
1
IGe()ll < [|Geu) = GO)]] + |G (0)} < S llull + cl| = (0)]]. (2.6)

Hence, assumption (2.1) yields that G. maps K? into K? for all ¢ € (0, 5), if & is cho-
sen sufficiently small. Now, Banach’s fixed point theorem gives a unique in K? solution
u = ue to (2.5) for all € € (0,e2). Moreover, (2.6) yields [ju| < 1/2|u.|| + c||F-(0)]],
ie. (2.4). n

The following lemma is [8, Lemma 1.3], translated to our setting. It gives a criterion
how to verify the key assumption (2.3) of Theorem 2.1:

Lemma 2.2 Let F.(0) be Fredholm of index zero for all e € (0,¢0). Suppose that there
do not ezist sequences €1,€s ... € (0,&9) and uy € Ug,ug € Uy, ... with ||u,]| = 1 for
alln € N and |e,| + || F. (0)uy|| — 0 for n — 0. Then (2.8) is satisfied.

Proof Suppose that (2.3) is not true. Then there exist a sequence e1,¢5... € (0,&)
with |e,,| — 0 for n — 0 such that either F, (0) is not invertible or it is but || F, (0)7!|| >
n for all n € N. In the first case there exist u, € U, with |u,|| =1 and F. (0)u, =0
(because F (0) is Fredholm of index zero). In the second case there exist v, € V., with
|vn|l =1 and |||F. (0)"'v,|| > n, ie.

1 F! (0)"to,
F' (0)u,|| < = with u,, ' = —2~L ——_.
Il en( Jun|| < N with u ||F€'n(0)_1UnH

But this contradicts to the assumptions of the lemma. [ |

3 Proof of Theorem 1.1

In this section we prove Theorem 1.1. Hence, we always suppose the assumptions of
Theorem 1.1 to be satisfied. In particular, we use the functions wy and w,, which are
introduced in (1.3) and (1.4), respectively.

We are going to apply Theorem 2.1. Thus, from the beginning we introduce the
necessary setting. First, for every ¢ € (0, 1] we set

U. :== W%2(0,1) with norm || - ||2,
V. :=L*0,1) x R* with norm || - [lo-+ |- |+ |- ]-
Then we define F. € C*(U,, V) as follows
e2v"(x) + U (z) — f(z,v(z) + Us(x), v () + el (), )
F.(v) := v(0) + U(0) — o
ev' (1) + (1) — ey

>



Obviously, we have F.(v) = 0 if and only if v 4+ U. is a solution to boundary value
problem (1.1). Besides, we remark that w(e) = ||F-(0)]]v..

In what follows we often use a change of variables © — z/¢ and x — (1 — x)/e.
Expressions obtained in result of this transformation can be estimated with a help of
the next

Remark 3.1 Let g : [0,1] x [0,00) x [0, 1] — R have uniformly bounded partial deriva-
tives O g(x,y,e) and 0sg(x,y,€). Then there exists a constant C' > 0 such that

|g(€yay7€> - g(o7y70>| + |g(1 —5y,y,5) _g(l7y70)| S € O(l +y)
for ally € [0,1/¢] and € € (0, 1].

Now we start to verify assumptions of Theorem 2.1. In a first step we consider
condition (2.1). Taking into account assumptions (1.3), (1.4) and def intion (1.5) we
find that the first component of F.(0) equals

X

Fu(w) =) + (0, (g) il <g> 0) +
o (“”1 (1 : x) v (1:6) =O> — f (@ Ue(2), Ue(2),€) - (3.1)

Obviously, the latter term in (3.1) can be rewritten as follows

f (e, U(2),ell(),e) = f (2, W.(2),eW.(x),e) +

+ / Oof (z,Uc(x) — sre(x), el (x) — esrl(z),e) re(x)ds +

+/(93f (2, U () — sre(z),ell(z) — esrl(x),e) erl(x)ds. (3.2)

Next, we transform the first term in the right hand side of (3.2) and obtain
f (@ We(x),eW(x),€) = f(,0,0,)+
x
)b (%)) = £l@,0,0,9)] +

+
-
/N
K
S
S
R
RS




1 —
X w) (g) ! ( - “’) dsdt. (3.3)

Inequalities (1.13) imply that the absolute values of the three last integrals in (3.3) can
be estimated with const - e*0 #/¢ . M (172)/2 — const - e*/¢ | where ), := max{)\;, A\ }.
Thus, substituting (3.3) into (3.2) and the latter one into (3.1), we obtain

> ,5) — f(2,0,0,¢)—

X

IFeloe < 17, 0,0,2) oz + 7 (0 ()t (£
=7 (0. () i (2) )],

+Hf (x,wl (1236) , —w] (1;x) ,5) — f(x,0,0,¢)—
+0 (||7“5||2,6 + ekm/a) (3.4)

1-— 1-
_f <].,U)1 ( :E) )_wg ( x) 70)
€ € 0c
Now assumption (1.2) and Remark 3.1 imply that || f(z,0,0,¢)|lo. < const - v/,

I o () 44 (2). ) a0 5 0 (2) o (2) )

1/e

= / |f(ey. woly), wy(y), ) — f(ey,0,0,¢) — £(0,wo(y), wh(y),0)|* dy =

+

2

0,e

/e 1

_ / / 0of (29, swo(y), wh(y), €)ds — Baf (0, swoly), swh(y), 0)] woly)ds +

0 0
1 2

+ / [a3f(5ya SwO(y)7 wé)(y)a €)d8 - a?)f(oa SwO(y)7 Sw()(y)> 0)] w(l)(y)ds dy <

0
1/e

< const - €2 /(1 + y)?wo(y)*dy < const - £ / (14 y)?wo(y)*dy
0 0

and analogous estimate for the third term in (3.4). Thus, taking into account inequal-
ities (1.13) we finally obtain | F.|lo. = O(vE + [|7c]l2,c)-
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The second and the third components of F.(0) equal w;(1/¢)+7r.(0) and wy(1/e)+
erl(1) — ef, respectively, and they can be estimated due to inequalities (1.13) as
O(e + ||rel|2.¢). Consequently,

IF2(0)llv. = O(Ve + |Ire]l2e), (3.5)

i.e. (2.1) is satisfied. Remark that, if the (2.2) and (2.3) are also satisfied and, hence,
Theorem 2.1 works, then its assertion (2.4) together with (3.5) imply the claimed
asymptotic estimate (1.9), (1.10).

In a second step we verify assumption (2.2) of Theorem 2.1. Obviously, the second
and the third components of F/(v) — F/(0) vanish. The square of the | - ||o. norm of
the first component of (F.(v) — F.(0)) v is

m | =

1
/ 100 f (2,0 + Ue, 20 + UL &) — Do f (2, Ue, U, 2)]5(2) +
0

+H[Osf (z,0 + U, e + el ) — Osf (2, U, UL, 5)]5@’(x)|2 dr =

1] 1
1
= —/ /8§f(x,sv+ug,ssv’—I—d/léf,s)ds-U(m)v(x)+

€

+ | O205f(x, 50 + U, sev’ + eldl, e)ds - ev(x)v'(x) +

+ [ 3302f (x, 50 + Ue, sev’ + eld. e)ds - ' (x)v(x) +

— L O~ _ 3

2

0
1
+/8§f(x,sv+blg,ssv’ + el e)ds - 20 (z)' (z)| dr <
0

1

1
< const - uax ([0(o)° + [e0(2)} - 2 [ (0(o)? 4 220/ < const ol o,
sz 9

0

i.e. (2.2) is also satisfied.
In the third and last step we verify assumption (2.3) of Theorem 2.1. For that we
use Lemma 2.2. It is well-known that linear differential operators of the type

v € W*%(a,b) — (V" + c(y)v' + d(y)v,v(a),v' (b)) € L*(a,b) x R?

with continuous coefficients ¢ and d are Fredholm of index zero. Hence, it remains to
verify the second assumption of Lemma 2.2.
Let €, € (0,1) and v,, € W?2(0,1) be sequences with

1

1

. (vn(2)* + 20 (2)* + epvli(2)?) da = 1 (3.6)
"0



and

er 4 [0 (0)]* + [envy, (D +
1
T %/ [ehun(x) — o f (2, Ue,, (x), enld] (), E0) v (2)—
" 0

—Osf (w0, U, (x), el (z),e0)ent)y ()] de — 0. (3.7)
We introduce auxiliary functions v,, in the next way:

Un(Eny) for 0 <y <1/(2¢,),

On(y) = o @) exp [Aa <y _ %ﬂ)] for y > 1/(2e,,),

where A is defined in (1.12). Then it follows from (3.6) that o, is a bounded sequence
in the Hilbert space W'2%(0, c0) with its usual norm. Hence, without loss of generality
we can assume that there exists v, € W1?(0, 00) such that

¥, = v, in WH*0,00) for n — oo. (3.8)

Remark that, because of the continuous embedding W12(0, 00) — L*(0,00), 7, is a
bounded sequence also in L*>°(0, 00). Moreover, assumption (3.6) and the continuous
embedding W22(0, 1) — C([0,1]) imply that the sequence 9/,(0) = &,v/,(0) is bounded
too. These two facts will be used in the following.

We are going to show that v, = 0. For that reason we derive a variational equation
for v,.. Let us take a test function € W2(0, oo) with n(0) = 0 and consider an integral

/ [0, ()1 (y) + 02 (0, wo(y), wo(y), 0)0n (y)n(y)+

1/(2en) 00
105 (0, wo(y), wh (), 0)L (y)n(y)] dy = / L Jdy + / . Jdy. (3.9)
0 1/(2n)

Under the above formulated assumptions, both terms in the right hand side of (3.9)
vanish for n — oo. Indeed, the latter term of (3.9) can be rewritten as a sum of tending
to zero sequences

/ [0, ()0 (y) + D2 f (0, wo(y), wh(y), 0)n (y)n(y)+
1/(2en)
+05 £ (0, wo(y), wi(y), 0)o;, (y)n(y)] dy =
= [0 + 2 F(0.0.0.0)5(5) + BuF(0.0.0.0)7,0)) n(w)dy +
1/(2e0)



+ 0, L+0 n L +
"\ 2e, 2e,,

" / 192 (0,wo(y), wh(y). 0) — Baf (0,0,0,0)] 5, (y)n(y) dy +
1/(2en)

[e.o]

s [ SO0 wh).0) - BFO.0.0.00E 0 dy. (310)
1/(2en)
The first term in the right hand side of (3.10) tends to zero by definition of function o,,.
The second one vanishes since the sequence 0/,(1/(2¢,) + 0) = Ay v,(1/2) is bounded
and the sequence 7(1/(2¢,)) tends to zero. Finally, the rest two terms of (3.10) tend
to zero because of inequalities (1.13).

In a similar way we treat the first term in the right hand side of (3.9). Namely, we
rewrite it as follows:

1/(2en)
/ 5 (9) + B (0, wo(y), wh(y), 0)ou(y)1(y)+

+05 (0, wo(y), wi(y), 0)oy, (y)n(y)] dy =
= [ )+ 0Tt )l o), )+
+0sf(eny, U, (nY), 5nuén (eny), 5n>1~);(y)} n(y)dy +

+0, L—0 n L +
"\ 2e, 2en,

1/(2ep)
+ [an(vao(y)vwE)(y)’ 0)_

Do f(eny, Us,, (eny), enlde, (eny), €0)] Tn(y)n(y) dy +
1/(2en)

+ [a3f(07w0<y)7w6<y)7 O)_

o —

—0sf (eny, Ue, (eny), el (), €0)] U (y)n(y) dy.  (3.11)

Then the first term in (3.11) tends to zero due to (3.7), and the second one vanishes as
a product of bounded sequence ¥/, (1/(2¢,) —0) = €,v/,(1) (see again (3.7)) and tending
to zero sequence 7(1/(2¢,)). To prove that the rest two terms in (3.11) vanish too, we
need a more sophisticated analysis. Since the arguments which we use below are the
same for both terms, we consider only one of them, namely, the last term of (3.11). For
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that we rewrite it as follows
1/(2en)
[05.f (0, wo(y), wp(y),0) — s f (eny, Us,, (Eny), enlhe., (eny), €n)] T, (y)n(y) dy =

0
1/(2en)

= / [a3f(07 wO(y)7 w6<y>7 0) - a3f(5nya wO(y)’ w(,)(y)v 571)] 67/1(y)77(y) dy +
1/(2en)

" / 105 F (ents woly), wh(y), £)—

0
=05 f (eny, W, (eny), €WV (eny), €0)] 0, (y)n(y) dy +
1/(2en)
+ / (03] (eny, W, (€0y), WL (E0Y), E0) —

o

—0sf (eny, Us, (eny), el (eny), )] 0, (y)n(y) dy. (3.12)
The absolute value of the second term in the right hand side of (3.12) is bounded by a

constant times

1/(2en)
1 (1 </
- . . d
s Ho (2 -y) el (Z-0)|b [ pol o
0

and this tends to zero due to inequalities (1.13), Cauchy inequality and assump-
tion (3.6). Analogously, an absolute value of the last term of (3.12) is bounded by
a constant times

1/(2ep)

171l 2= (0,00) /{|7”an(8ny)|+|€n7“en(€ny)|} [0, (y) | dy,
0

and this tends to zero due to Cauchy inequality and assumptions (1.8), (3.6). Finally,
given arbitrary R € (0,1/(2¢,)), the first term in the right hand side of (3.12) can be
estimated by

/ 0 £(0, wo (), wh(y), 0) — 5 F(Enys woly), wh(y)s en)] Faly)n(y) dy| +

1/(2en)
+ / [05f(0, wo(y), wo(y), 0) — Dsf (eny, wo(y), wo(y), en)] 0, (y)n(y) dy| <
R

o

<const- | e,R(1+ R) + /n(y)Qdy :
R
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where we used Remark 3.1, Cauchy inequality and assumption (3.6) to write the right

hand side of this inequality. Now taking first R sufficiently large such that [ 7(y)*dy is

R
small, and then, fixing such R, take n sufficiently large such that ¢, R(1 + R) is small,
we see that the first term in the right hand side of (3.12) also tends to zero for n — oc.
Thus, using (3.8) and taking the limit n — oo in (3.9), we finally get

/ Wi ()1’ (y) + 02.f (0, wo(y), wy(y), 0)v. (y)n(y)+

+03.£(0, wo(y), wy(y), 0)v.(y)n(y) dy = 0

for all n € W12(0, 00) with n(0) = 0. Therefore v, is C*-smooth and satisfies

vy (y) = 02f (0, wo(y), wy(y), 0)v.(y) + s (0, wo(y), wy(y), 0)v'(y)

for all y > 0. The function wy{, together with an exponentially growing function con-
stitutes a fundamental system for this linear homogeneous ODE (see Lemma 5.1),
hence v, = const - w). Moreover, (3.7), (3.8) and the compact embedding W*2(0,1) —
C([0,1]) yield v,(0) = 0, hence v, = 0.

In a similar way one can consider another auxiliary sequence of functions:
(1 —e,y) for 0 <y <1/(2¢,),

Pep A (y-ob)] fory=1/(2e0),

A

n(y) = . <

and demonstrate that it converges weakly in W12(0, c0) to zero too. Remark, that for
this consideration one should take test functions n € W'?(0, 00) with arbitrary values
at zero, since the initial problem (1.1) has Neumann boundary condition at z = 1.

It is well-known that the compact embedding W'?(0, R) — C([0, R]) holds for
any fixed R > 0. Thus, the above obtained week limits for v,, and ©,, imply

max {|0,(y)| : y € [0,R]} =0 for n— oo,

. (3.13)
max {|0,(y)| : y€[0,R]} =0 for n— oo.
Now we are going to show that
1
1
— [ (va(2)* + 20l (2)* + epuli(z)?) de — 0 for n — oo, (3.14)
€n

0

which is the needed contradiction to (3.6). Obviously, assumption (1.2) implies that
there exists a constant ¢ > 0 such that

1 1

1
gi [vn(2)? + 50l (2)?] do < . [e20) (2)* + 02 f (2,0,0,0)v,(z)?] do =
"0 "0
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= L [ [0 4 a5 (0,0,0,0)00 () + 855 (2,0,0, 000l ) ()] -

—i/(%,f(x,0,0,0)5nv,’1(9&)vn(1:)d1:. (3.15)
0

Therefore, we shall obtain the needed contradiction, if we prove that both terms in the
right hand side of (3.15) tends to zero for n — oco. Integrating the latter term of (3.15)
by parts and taking into account assumption (3.6) and relations 3.13 we see

9 [z=1

%fa3f(1?, 0,0,0)e,0. (z)v,(z)dz = d3f(x,0,0,0) Un(;') _

z=0

0
1

— [0105f(2,0,0,0)v,(z)*dz — 0 for n— cc.
0

Thus, it remains just to consider the first term in the right hand side of (3.15). For
that, we rewrite it as follows

1

1
— €,U,(T ) ,0,0, n 2 3/ (2,0,0,0)e,v,(x)v, ()| doe =
- [€20), (%)% + Do f(2,0,0,0)v,(z)* + D3 £ (2, 0,0, 0)e,0, (x)v, ()] d
" 1
= [ 2l + 0uf (ot (), 201, (2), 20l

0
+05 f (@, U, (x), U, (2),80)envn(2)] v (x)dz +

+ &, 0, (D)o, (1) — &,v],(0)v,(0) +

+€i/ [azf(l’, 0,0,0) — 0o f (z, U, (), enu;n(g;)’gn)} vn(2)2d +

n
0

1

_|_€i/ [05f(2,0,0,0) — 05 f (2, U, (x), .., (7),2,)] Envly(z)vn(z)dz.  (3.16)

n
0

Then, the first three terms in the right hand side of (3.16) vanish because of (3.7)
(recall, that sequences €,v/,(0) and v, (1) were shown to be bounded). Concerning the
rest two terms, we remark that they have a similar structure and therefore it is enough
to consider one of them only, the another one can be estimated analogously. For that
reason, below we continue with analysis of the latter term of (3.16). First, we rewrite
it in the next way

1
Ei/ [05f(2,0,0,0) — 05 f (z,U:, (), e, (2),€0)] Envs,(2)vn()da =
0

13



:ai/ 0 (,0,0,0) = o f (2, W, (), £aWV%, (2), 0)] e, (w)vn(w)da +

—_

+—/ Dot (2. W, (2), W (2),0) —

3

—0sf (z,Ue, (2), e, (2),0)] ent), (z)v,(z)dz +
+€i/ 63f ZL‘ L{gn 5nZ/l’ ( ) 0)—
0

—0sf (2,Ue, (), e . (2),€0)] ety (z)vy(2)da. (3.17)

Absolute values of the last two terms in the right hand side of (3.17) can be estimated
by a constant times

1

= [{n@l+ @)} @@l e and [ |l )en(a)] do,

0

respectively. Hence, Cauchy inequality and assumptions (1.8), (3.6), (3.7) imply that
these terms tend to zero. The first term in the right hand side of (3.17) we first rewrite
as a sum of two integrals

—/ O3 f(2,0,0,0) — D5 f (2, Wk, (z), e, V. (2),0)] en0), (z)v,(z)dz =

1/2

Jdx + — / (3.18)

1/2

and then consider each of them independently. So the first integral in the right hand
side of (3.18) can be rewritten as follows

1/2

i/ [05f(2,0,0,0) — D5 f (z, W, (2), e, W, (2),0)] g0, (x)v,(x)dx =

n
0

1/2

_ gi / [ag £(2,0,0,0) — s f (x,wo (;) o (é) 0)} et (2)on(2)dx +
—/[@3f(”0( ) (2) )

—05f (2, We, (), e, WL (2),0)] e, (x)v, (x)de. (3.19)

14



Now, the latter term of (3.19) can be estimated by a constant times
1/2

2 F (2 () prmine

Hence, inequalities (1.13) and assumption (3.6) imply that this tends to zero for n — oc.
Analogously, one can estimate the first term in the right hand side of (3.19) with a

constant times
1/2
1 x , (T ,
- - - En n d )
T () b ) st
0

and prove that the latter expression vanishes too. Indeed, using the Cauchy inequality,
assumption (3.6) and inequalities (1.13) we obtain

2 [ @) )

1/2 1/2

)
<.|=— wo | — )|+
\5n En

0
1/2

T

w (2]

En

1

< | =

L]
1/(2en)

-\ ! (o] + wh ()} a(y)2dy <

R
<const- | [0y @+/ﬂw )+ leh(y)1}? dy, (3.20)
0

where R > 0 is arbitrary. Now we proceed as above. First take R sufficiently large such

that the integral f {|wo(y)| + |wh(y)|}* dy is small. Then fix this R, use relations 3.13

and take n sufficiently large, such that the integral f 02 (y)dy is small. Thus, we have

verified that the first integral in the right hand side of (3.18) vanishes. In the similar
way as above one can consider the second integral from (3.18) and verify that it tends
to zero too. The only difference of this consideration consists of that one should use
functions v,(y) instead of 0,(y) in a final estimate analogous to (3.20).
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So, for (3.14) it remains to show that % jsﬁvg(x)de — 0 for n — oo. But this
follows from ’
200, < [2000) — Bof oo ), 2l o), )
—0sf (0, U, (v), ek, (2), €n)envy (@) ||, . +
-+ H(’?gf(x, Us, (x), e, (x),en)vn(x)+
+0sf (2, Ue, (%), eald,, (%), n)envp (). -

The first term in the right hand side tends to zero because of (3.7), and the second one

1
because of % of (€20 (2)? + v, (2)?] dv — 0 (which was shown above). |

Remark 3.2 If r. = 0, then Theorem 1.1 and estimate (3.5) imply that for suf-
ficiently small € problem (1.1) has a locally unique solution u. satisfying estimate
lue — Well2e = O(V/€). Note, the proof of this fact does not require constructing of
other asymptotic approximations which are more accurate than We(x). From the other
side, under assumptions of Theorem 1.1 one can always construct a first order formal
solution asymptotics to problem (1.1) (see Theorem 4.2 with n = 1), therefore Re-
mark 4.3 implies that the above O(+/2)-estimate could be replaced with a more accurate

one ||us — Wella. = O(e).

Remark 3.3 Suppose that the function f depends neither on x nor on € and, moreover,
that 3, = 0, then Theorem 1.1 provides us a significantly better estimate than that
mentioned in Remark 3.2. Indeed, taking into account estimate (3.4) with r. = 0 and
corresponding estimates for boundary conditions, W.(0) — By = O(e*/?) and eW'(1) =
O(e* /%), we obtain that the difference between the evact solution u. to problem (1.1)
and asymptotic approzimation W.(z) satisfies |[u. — Wx|ae = O(e*/¢), where N, :=

max{\;, A\] }.

4 Asymptotics of the higher orders

If the function f satisfies additional smoothness properties, then based on the leading
term asymptotics W.(z), one can construct a more precise formal asymptotic approx-
imations of the boundary layer solution to problem (1.1). For this purpose one can
use, for example, the boundary function method (see [9, 10]). In present section we
demonstrate that the above-proved results (cf. Theorem 1.1) justify any such formal
approximation without involving any additional assumptions.

Recall, that the ansatz of the boundary function method usually reads

u(z,e) = U () + P. (x) +R. <1 ; x) : (4.1)

3

where

U(x) = 'up(e), Ply) =) " Puly), Rey) =) "Ruly).
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Substituting first the regular part U, (x) into the differential equation of problem (1.1)
and equating formally powers of €, we obtain a sequence of algebraic equations

f(x,ﬂ()(l’), 0, O) =0,
a2f(xvﬂﬂ(x)vo’0) ﬂl(x) + 83f($,ﬂ0( ) 0, 0) ( ) + 84f($ U()( >’070) =0,

0o f (x,up(x),0,0) - ug(z) + {terms depending on wy(x),. .., Ux_1(z) only} = 0.

Now, if we take @y(z) = 0, then assumption (1.2) allows us to define uniquely from the
above equations all terms % () in a recurrent way.

When the terms of the regular part are known, we can continue with definition of
the boundary functions P.(y) and R.(y). For that we write boundary value problems

Pi(y)

fley,Us(ey) + P(y), eU.(ey) + Pl(y), )~
— fey Uo(ey), U(ey),e), y >0, (4.2)
P-(0) + U.(0) = Gy, P-(00) =0,

and
RIy) = f(1 — ey, U-(1 — ey) + Re(y), eU.(1 — ey) — RL(y), &) —

— f(l — ey, U(1 — ey), el (1 —ey),e), y >0, (4.3)
RL(0) + eld.(1) =By, Re(oo) =0,

and equate formally powers of ¢ in equations and boundary conditions. In result we
obtain a sequence of e-independent problems for definition of all terms in series P-(y)
and R.(y). In particular, the zeroth order terms give problems (1.3) and (1.4). Conse-
quently, we may assume that Py(y) = wo(y) and Ry(y) = wi(y). Further, the problems
involving higher order terms are linear and read

P (y) = 02f(0, Po(y), Fy(y),0) - Pr(y)+
+ 03f(0, Fo(y), Fo(y),0) - Pr(y) + Fr(y), vy >0, (4.4)
Py(0) +,(0) =0, Py(c0) =0

and
Ri(y) = 02 f (1, Ro(y), —Ro(y),0) - Re(y)—

—03f(1, Ro(y), —Ry(y),0) - Ry.(y) + Gr(y), y >0, (4.5)
R.(0) +7)_1(1) = B1 - 0k1, Ri(oo) =0,

respectively. Here the function Fj(y) is expressed recursively through the P;(y) with
t < k. In particular,

Fl(y> = [alf(0> p0<y)7 P(;(y)> 0) - alf<07 07 07 0)] Yy +
+[02(0, Po(y), F5(y), 0) — 02£(0,0,0,0)] 11 (0) +
+ [a4f<0a P0<y)7 P(;(y)’ O) - a4f(0’ 07 07 O)] .
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Analogously, the function Gy (y) is expressed recursively through the R;(y) with i < k.

Function w{(y) and the linearly independent solution wy(y) of equation (5.2) with
wo(0) = 0 and w;(0) = 1 constitute a fundamental system of the linear homogeneous
equation corresponding to the equation of problem (4.4) (see Lemma 5.1). Thus, there
exists a Green’s function of the problem (4.4)

Wo(y)wy(2) exp [_ fZan(()7 Py(s), Pi(s), O)ds} for 0<y <z,

G(y,z) = /wg(_()) 2
wo%{)él())O(Z) exp [_b[azf((),PO(s), Pé(s),O)ds] for z<uy,

such that, given a bounded function Fj(y), this problem has a unique solution which
can be written in the integral form

w

P = (02

+ /G(y,z)Fk(z)dz. (4.6)

Suppose that |Fj(y)| < ce® for all y > 0, where ¢, > 0 are some constants, then
using the formula (4.6) it is easy to verify that there exists a constant ¢ > 0 such that a
solution to problem (4.4) satisfies an exponential estimate | P (y)| < ¢e~*¥ for all y > 0.
From the other side, if all functions P;(y) with i < k satisfy exponential estimates
similar to (1.13) then due to the construction of function F(y) it obeys analogous
exponential estimate at infinity. Therefore solving step by step problems (4.4) one can
define any number of terms Py (y). Obviously, the same statement is valid concerning
problems (4.5) too. Thus, following the above describe algorithm one can easily verify
the next

Lemma 4.1 Let f € C"D([0,1] x R? x [0,00)), n > 1, satisfy (1.2)-(1.4).
Then there exists a unique n-th order formal asymptotics

i) = (2) o () +
+§s’“ [ﬂk(:c)+Pk (3)+ R (1;:6)] (4.7)

defined by boundary function method. Moreover, there exist constants ¢, > 0 and ey > 0
such that for all € € (0,e0] hold

||€2u;tn($) - f(xaz/{a,n(x)7 51/{;”(37), g)HC[O,l] < Cn€n+1>
U (0) = Bo| < cpe™, e, (1) —ef] < c,e™ . (4.8)

Since asymptotics (4.7) satisfies by construction assumptions of Theorem 1.1, the
latter implies
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Theorem 4.2 Let f € C™D([0,1] x R? x [0,00)), n > 1, satisfy (1.2)-(1.4).
Then there exist g > 0 and 6 > 0 such that for all € € (0,e0) there exists exactly one
solution u = u. to (1.1) such that |[u — U |2 < 0. Moreover, there exists ¢, > 0 such
that

”ua - ue,nHQ,e S Cn5n+1/2-

Remark 4.3 Suppose that function f is of class C*, k > 2. Then one can apply
Theorem 4.2 withn =1, n=2,..., and n = k and obtain an array of solutions u. , to
problem (1.1), each of which is unique in the corresponding ball

By = {ue W*0,1) : |lu—Uscplloe < dn}.

Since min{d,, : n < k} > 0 and the centers of these balls converge to each other as
e — 40, one can choose ey > 0 such that for e € (0,ep) all solution u. ,, should coincide.
In other words, for sufficiently small € Theorem 4.2 provides different asymptotics for
one and the same solution to problem (1.1) which is unique in U*_,B,.

5 Appendix: Exponential Decay and Growth of So-
lutions to Second Order ODEs

The following lemma collects well-known facts about the behavior of solutions to some
auxiliary second order ODEs.

Lemma 5.1 Let f € C*(R?) and wy € C?([0,00)) be such that £(0,0) =0, d,f(0,0) >
0, wo(0) # 0, wo(co) =0 and

wo (y) = f(wo(y), wy(y)) fory > 0. (5.1)

Then the following holds:
(i) There exist a,b,yo > 0 such that

ae < |wo(y)| < e for all y > yo,
ae™ < lwy(y)] < be  for all y > yj,

where A = {92 £(0,0) — 1/[02£(0,0)]2 + 40, £(0,0)}/2.
(ii) The function wy together with an exponentially growing function constitutes a
fundamental system for the linear homogeneous ODE

w”(y) = O1f (wo(y), wo(y))w(y) + 0o f (woly), wy(y))w'(y). (5.2)
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