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Abstract. In this paper, we deduce higher order error bounds for iter-
ative operator splitting methods for time-irreversible systems of linear
advection-diffusion equations

d u= DAu —vVu, z € Rt > 0. (1)

involving time-irreversible diffusion and a reversible advection part. We
apply our analysis to bounded our advection operator with the diffusion
operator (A-boundedness). We deduce a global error estimates which im-
plies that any time-irreversible time-splitting methods retains its classical
convergence of linear advection-diffusion equations, under some assump-
tions to the exact solution. Numerical results illustrate our theoretical
results.

Keyword Iterative operator-splitting method, exponential splitting meth-
ods, advection-diffusion equations.

AMS subject classifications. 65L05, 656M125, 65J10.

1 Introduction

In this paper we concentrate on approximation to the solution of the linear
advection diffusion equation

O u= DAu—vVu = (A + B)u, u(0) = uo, (2)

where involving that the advection operator can be bounded with the diffu-
sion operator. For the analysis it is enough to have additional sufficiently often
differentiable functions with bounded derivatives.

For the theoretical study we discuss the linear evolution equation as:

O c= (A+ B)e, ¢(0) = co, (3)

where L, A and B are unbounded operators and B is an A-bounded operator.

The outline of the paper is as follows. The operator-splitting-methods are
introduced in the Section 2. In Section 3, we discuss the error analysis of the
different iterative methods and each benefit. In Section 4 we introduce the ap-
plication of our methods for existing software tools. Finally we discuss future
works in the area of iterative methods.



2 TIterative splitting method as a multi-product expansion

As numerical method we will imply a 1-stage iterative splitting scheme, also
called Waveform-Relaxation method:

u;(t) = exp(At)ug —i—/o exp(As)Bu;_1 ds, (4)

where i = 1,2,3,... and u0(t) = 0.
As a second numerical method we will imply a 2-stage iterative splitting
scheme :

u;(t) = exp(At)ug —|—/ exp(As)Bu;_1 ds, (5)
0
u;y1(t) = exp(Bt)ug —i—/o exp(Bs)Au; ds, (6)

where i = 1,3,5,... and u0(t) = 0.
The combination of both is given as an inner and outer iterative scheme:

t
w4, (t) = exp(At)ug —I—/ exp(As)Bu, 4+.,_, -1 ds, (7)
0

t
WUs+1Ir (t) = eXp(Bt)UQ +/ exp(BS)Aujk-i-Ik—l ds, (8)
0

where i = 1,2,3,...,Ik, jk = 1,2,3,...,Jk, k= 1,...,K, Il,...,IK are the
number of the iterations done with the A-operator, where Ji,...,Jx are are
the number of iterations done with the B-operator. The initialization is given as
up(t) =0 and Jy = 0.

Here we combine the iterative steps on each operator A and B.

These iterative splitting methods can be written as a multi-product expan-
sion, see section 3:

n Si
exXP(A+B) _ Z i exp hb; B exp ha;B. 9)

i=1 j=1

n is the number of multi iterations and S; is the stage of each single product of
the single iterative scheme.
The important time-irreversible splitting schemes are given in Table 2

2.1 Symplecticity of the iterative splitting scheme

We assume to have symplectic operators A, B for the iterative scheme.

By a transformation, one could rewrite an iterative scheme as an exponential
splitting scheme, which is know to be symplectic, see [8].

Therefore we obtain also a symplectic splitting scheme.



method order [single stages|multistage
Strang [17] |p=2 s=2 n=1
Chin[1l] |[p=2| s=2 n=1
Chin-Geiser [8]|p=4| s=2 n=2
Suzuki [18] |p=6| s=26 n=1

Table 1. Operator Splitting methods of order p, s compositions and n multilevel.

3 Error analysis for the general scheme

In the following, we derive our global error estimate for iterative operator split-
ting methods of the form (9) when applied to linear evolution equations (5).

Theorem 1. Let us consider the abstract Cauchy problem in a Hilbert space X
Ope(z,t) = Ac(x,t) + Be(x,t), 0<t<Tandz € 2
c(z,0) = cox) € 12 (10)
c(x,t) = cr(z,t) x € 002 x [0,T],
where A, B : D(X) — X are given linear operators which are generators of the
Cy-semigroup and co € X is a given element. We assume A, B are unbounded.

Further, we assume the estimations of the unbounded operator B with sufficient
smooth initial conditions, see [11]:

||Bexp((A+ B)T)uo|| < k1, (11)
[|Aexp((A+ B)T)ugl| < ka, (12)

Further we assume the estimation with ¢-functions:
||A/ exp(As)ds|| < 7Chy, (13)
0
||B/ exp(Bs)ds|| < 7C4, (14)
0

The we can bound our iterative operator splitting method as :
1(Si — exp((A+ B)r)|| < C7', (15)

where S; is the approximated solution for the i-th iterative step and C is a con-
stant that can be chosen uniformly on bounded time intervals.

Proof. 1.) Exact solution:
The exact solutions can be derived with respect to variation of constants, see
[19]:

c(tn) = E?:l ci (exp hAc(t,—1) + Zi_ﬂ Ic(tn,) + Rz()l_gl)

(16)
Iy = [0, 9(P)dm, Ry = [ ) Fora (Dt 1 = Tp41)dr



2.) Splitting operator (iterative splitting):

ctn) =30 ¢ (exp hAc(tn—1) + ZZH Ikc(tnl)) (17)
Ik = fAk gk(T)dT,
3.) Splitting operator (exponential splitting) , see [19].
4.) Local splitting error:
For e; we have:

ledl < 1RSI =11 [ fa(Dultaos = m)ar] (18)
Ap+1
< Crie(t™),

where v = min_; {a1} and 0 < a; < 1.
The same proof idea can be applied to the other operator and we obtain:

Remark 1. The same idea can be done with A = VDV B = —v -V, so that one
operator is less unbounded
but we reduce the convergence order

llea]] = K||B|7|leo]| + O(71+1) (19)
and hence
llea|| = K[| Bl[||eo||[ 7! +1F2 4 O(r1Herte), (20)

where 0 < aq, a9 < 1.

Remark 2. If we assume the consistency of O(7™) for the initial value e; (t") and
e2(t™), we can redo the proof and obtain at least a global error of the splitting
methods of O(7™m~1).

In the next section we describe the computation of the integral formulation
with exp-functions.

3.1 Splitting of the Parabolic equations in a Hamiltonian setting

In the last years, the splitting to advection-diffusion equations gets important
because of the more efficiency in computation.

Hamiltonian splitting

The advection-diffusion equation can be written as:

Oic = —v0yc + DOy (21)
(22)
we have ¢ = q,.
oH
ct = % =p (23)
oH



with

1
H=3 /(p2 + 4+ 2)q) da. (25)
Remark 3. The benefit of the Hamiltonian scheme is to obtain a kinetic and a
potential part of the equation. Here the potential part can be solved as a linear
elliptic equation, where the kinetic part is solved with ODE solvers, see also [1].

4 Numerical experiments

In this section we discuss the numerical experiments based on benchmark prob-
lems. We compare the standard splitting schemes, e.g. A-B splitting and the
iterative schemes.

4.1 First Experiment

We deal in the first with an ODE and separate the complex operator in two
simpler operators.
We deal with the following equation :

Our = —Aur + Aquz (26)
6,5’112 = )\1U1 — )\2U2 N (27)
u1(0) = w10 , u2(0) = ugp (initial conditions) , (28)

where A1, A2 € IR are the decay factors and wuig, usp € IRT™. We have the time-
interval t € [0,T].

We rewrite the equation (26) in operator notation, we concentrate us to the
following equations :

O = A(t)u + B(t)u , (29)
(30)

where u1(0) = u19 = 1.0 ,u2(0) = ugg = 1.0 are the initial conditions, where we
have A1 (t) =t and A2(t) = t2.
and our spitted operators are

A_(_é\”(f) ,B_(Aol_(j\?) . (31)

The concrete parameters for the experiments are given as:
A1 =0.05 Ay =0.01 T =1.0 up = (1,1)*

We apply the AB, Stang and 3rd order splitting and compared with the
unsplitted solutions:

1.) Unsplitted :

Cezact(T) = exp((A + B)T)c(t™). (32)



2.) A-B splitting
c1(7) = exp(Art) exp(BT1)c(t"). (33)

where we have a first order method, also known as AB splitting methods, see

[3].

3.) Strang splitting

co(7) = %(exp(At) exp(Bt) + exp(Bt) exp(At)) (34)

where we have a second order method, also known as parallel AB splitting
method, see [3].
4.) 3rd order splitting

es(r) = é(exp(At) exp(Bt) exp(At) + exp(Bt) exp(At) exp(At) (35)

+ exp(Bt) exp(Bt) exp(At) + exp(At) exp(At) exp(Bt)
+ exp(At) exp(Bt) exp(Bt) + exp(Bt) exp(At) exp(Bt))
where the solution is derived of the iterative splitting methods.
The Li-error is computed as:

N
ETTnum = Z |uezact (tk) — Unum (tk)| (36)

k=1
where t, = kAt, where tg,t1,... and At = 0.1.

number of |err; (2nd order)||erre (2nd order)|err; (3rd order)||err2 (3rd order)
time partitions
2 4.5321e-002 3.6077e-003 4.5321e-002 3.6077e-003
3 4.6126e-004 3.6077e-003 4.6126e-004 3.6077e-003
4 4.6126e-004 2.2459e-005 4.6126e-004 2.2464e-005
5 1.9096e-006 2.2459e-005 1.9040e-006 2.2464e-005
6 1.9096e-006 6.1224e-008 1.9040e-006 6.6759e-008

Table 2. Numerical results for the first example with the iterative splitting method
and 2nd- and 3rd-order method.

Remark 4. Our numerical results based on higher order iterative schemes in
closed formulations. Table 2 presents the results in which the 3rd order methods
can achieve more accurate results. The numerical results show that the splitting
error decreases as long as the used Pade approximations allows it. Therefore we
can say that more iterations are only sufficient, when a method of higher order
is used. One can also see that the iterative operator-splitting method is of order
1 as long as the Pade approximation is also of order 3.



4.2 Second Experiment

We deal in the first with an ODE and separate the complex operator in two
simpler operators.

We deal with the following equation :

Opuy = —A1(t)ur + Ao (t)uz , (37)
Orug = A (t)ur — Aa(t)uz , (38)
u1(0) = u1g , u2(0) = ugp (initial conditions) , (39)

where A1 (t) € RT and A2(¢) € RT are the decay factors and uig, uzg € RT. We
have the time-interval ¢ € [0, T".

We rewrite the equation (37) in operator notation, we concentrate us to the
following equations :

Oru=A(t)u + B(t)u , (40)
(41)

where u1(0) = w10 = 1.0 ,u2(0) = ugp = 1.0 are the initial conditions, where we
have A1 (t) =t and \p(t) = t2.
and our spitted operators are

(RO e (G b))

For the equation (37), we could apply a higher order Pade approximation,
e.g. 3rd order.

We apply first the sequential splitting and the iterative operator-splitting,
further we combine them be using the pre-step based methods to see the im-
proved results.

For the time-steps At we have At = 1 for 1 time-partition and At = 0.1 for
10 time-partitions.

number of |err; (2nd order)||erre (2nd order)|err; (3rd order)||err2 (3rd order)

time partitions

1 4.5321e-002 3.6077e-003 4.5321e-002 3.6077e-003

10 4.6126e-004 3.6077e-003 4.6126e-004 3.6077e-003

Table 3. Numerical results for the second example with the iterative splitting method
and 2nd- and 3rd-order method.




4.3 Third experiment

We deal with the 2-dimensional advection-diffusion equation and periodic bound-
ary conditions

Oyu = —vVu + DAu,

ou ou 8%u 8%u
gu pZt ., pdt
+ Ox2 + oy?’

Vg ax 'Uya—y
U(X, tO) = uO(X)v

with the parameters

Up =0y =1
D =0.01
to = 0.25.

The given advection-diffusion problem has an analytical solution

a6, 1) = exp (%)

which we will use as a convenient initial function:

u(x, t()) = Ugq (X7 tO)

We apply dimensional splitting to our problem

ou
where
ou 0%y
Am = —’1}1% + D—axz

We use a 1st order upwind scheme for 6% and a 2nd order central difference

scheme for 88_;2' By introducing the artificial diffusion constant D, = D — %
we achieve a 2nd order finite difference scheme

u(z) — u(x — Ax)
Az
x4+ Azx) + u(z) + u(z — Azx)
Az? '

Lyu(x) = —v,

+p, U




because the new diffusion constant eliminates the first order error (i.e. the nu-
merical viscosity) of the Taylor expansion of the upwind scheme. Lyu is derived
in the same way.

We apply a BDF5 method to gain 5th order accuracy in time:!

Lou(t) = i (%u(ﬁ + A — Bult) + Su(t — At)

—%Ou(t —2At) + Zu(t — 3At) — éu(t - 4At)> . (43)

Our aim is to compare the iterative splitting method with AB-splitting. Since
[Az, Ay] = 0 there is no splitting-error for the AB-splitting and therefore we
cannot expect to achieve better results with the iterative splitting in terms of
general numerical accuracy. Instead we will show that the iterative splitting out
competes AB-splitting regarding the computational effort and round-off-errors.
But first there are some remarks which have to be made concerning the special
behavior of both methods when combined with high-order Runge-Kutta and
BDF methods.

n+112
/ A n+112
/
y
y

h-1+

: : —

t-At t t+At

Fig. 1. Principle of the AB-Splitting.

Splitting and schemes of high order in time Concerning AB-Splitting:

The principle of AB-splitting is well known and simple. The equation % =

! Please note that the dependencies of u(x, t) are suppressed for the sake of simplicity.
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Au + Bu is broken up into

dun+1/2 _ Aun+1/2
dt
du;;l — Byt

which are connected via u™+1(t) = u™+1/2(t 4 At). This is pointed out in figure
(1). AB-splitting works very well for any given one-step method like the Crank-
Nicholson-Scheme. Not taking into account the splitting-error (which is an error
in time) it is also compatible with high order schemes such as explicit/implicit
Runge-Kutta-schemes.

Things look different if one tries to use a multi-step method like the implicit
BDF or the explicit Adams method with AB-splitting, these cannot be properly
applied as is shown by the following example:

Choose for instance a BDF2 method which, in case of du/dt = f(u), has the
scheme

gu(t + At) = 2u(t) + %u(t — At) = At f (u(t + At)).
So the first step of the AB-splitting looks like:
gu"“/?(t + At) — 2u™2 (1) + %u"“/?(t — At) = AtAu(t + At)

Clearly u™*t'/2(t) = u™(t) but what is u"*/2(t — At)? This is also shown in
figure (1) and it is obvious that we wont have knowledge about u™1/2(t — At)
unless we compute it separately which means additional computational effort.
This overhead even increases dramatically when we move to a multi-step method
of higher order.

The mentioned problems with the AB-splitting will not occur with a higher order
Runge-Kutta method since only knowledge of u™(t) is needed.

Remarks about the iterative splitting: The BDF methods apply very
well to the iterative splitting. Let us recall at this point that this method, al-
though being a real splitting scheme, always remains a combination of the op-
erators A and B so no steps have to be done into one direction only 2.

In particular we do a subdivision of our given time-discretization t; = to + jA¢
into I parts. So we have subintervals t;; = t; + ¢A¢/I, 0 < ¢ < I on which we
solve the following equations iteratively:

2 As we will see there is an exception to this.
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i1 | ,
dzt = Aul/! 4 Bul=D/1 (44)
i+1)/1
% — At/ 4 Byl D/ (45)
(46)

u~'/T is either 0 or a reasonable approximation® while u® = u(t;) and u' =

u(t; + At). The crucial point here is that we only know our approximations
at given times which don’t happen to be the times at which a Runge-Kutta
method needs to know them. Therefore, in case of a RK method, the values of the
approximations have to be interpolated with at least the accuracy one wishes to
attain with the splitting and this means a lot of additional computational effort.
We may summarize our results now in table 4.3 that shows which methods are
practicable for each kind of splitting scheme.*

low order s.s.m.|high order s.s.m.|m.s.m.
AB-splitting X X -
Iterative splitting X - X

Table 4. Practicability of single- and multi-step methods (s.s.m: single-step methods,
m.s.m. multi-step methods).

Numerical results After resolving the technical aspects of this issue we can
now proceed to the actual computations. The question which arises is which of
the splitting methods has the least computational effort since we can expect them
to solve the problem with more or less the same accuracy if we use practicable
methods with equal order because [A,, B;] = 0. We tested the dimensional
splitting of the 2d-advection-diffusion equation with the AB-splitting combined
with a 5th order RK method after Dormand and Prince and with the iterative
splitting in conjunction with a BDF5 scheme. We used 40240- and 80280-grids
and completed n; time-steps with each of which subdivided into 10 smaller steps

3 In fact the order of the approximation is not of much importance if we fulfill a
sufficient number of iterations. In case of u~*/! = 0 we have the exception that a
step in A-direction is done while B is left out. The error of this step vanishes after
a few but mostly only one iteration
In favor of the iterative splitting scheme take also into the account that AB-splitting
may be used along with the mentioned high order methods but cannot maintain the
order if [A, B] # 0 while the iterative splitting re-establishes the maximum order of
the scheme when a sufficient number of iterations is done.
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until we reached time t.,4 = 0.6 which is sufficient to see the main effects. The
iterative splitting was done with 2 iterations which was already enough to attain
the desired order. In tables 5 and 6 the errors at time t.,q and the computation
times are shown.

Number of steps|Error AB|Error It.spl.|AB computation time|It. spl. computation time
5 0.1133 0.1154 0.203 s 0.141 s
10 0.1114 0.1081 0.500 s 0.312 s
30 0.1074 0.1072 1.391 s 0.907 s
50 0.1075 0.1074 2.719 s 1.594 s

Table 5. Errors and computation times of AB-splitting and iterative splitting for a
40240-grid.

Number of steps|Error AB|Error It.spl.|AB computation time|It. spl. computation time
5 0.0288 0.0621 0.812 s 0.500 s
10 0.0276 0.0285 2.031 s 1.266 s
30 0.0268 0.0267 6.109 s 4.000 s
50 0.0265 0.0265 12.703 s 7.688 s

Table 6. Errors and computation times of AB-splitting and iterative splitting for a
80x80-grid.

As we can see, the error of the iterative splitting reaches the AB-splitting
error after a certain number of time-steps and stays below it for all additional
steps we accomplish. Of course the error cannot sink under a certain amount
which is governed by the spatial discretization. It is to be noticed that while the
computation time used for the iterative splitting is always about 20%-40% less
than that of the AB-splitting® the accuracy is, with a sufficient number of time-
steps, slightly better than that of the AB-splitting. This is due to the roundoff
error which is higher for the Runge-Kutta method because of the greater amount
of basic operations needed to compute the RK steps.

A future task will be to introduce non-commuting operators in order to show
the superiority of the iterative splitting over the AB-splitting when the order in
time is reduced due to the splitting error.

5 The code for both methods is kept in the simplest possible form.



5

13

Conclusions and Discussions

We have presented an iterative operator-splitting method and analyze the er-
ror bound for unbounded operators. Under weak assumptions we could proof
the higher order error bounds. Numerical examples confirm the applications to
differential equations and obtain an important computational time benefit with
Multi-step methods and iterative splitting schemes.. In the future we will focus
us on the development of improved operator-splitting methods with respect to
Hamiltonian schemes and their application in nonlinear differential equations.
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