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Abstract

This paper presents mixed finite element methods of higher-order for two-body contact problems of linear elasticity.
The discretization is based on a mixed variational formulation proposed by Haslinger et al. which is extended to
higher-order finite elements. The main focus is on the convergence of the scheme and on a priori estimates for the
h− andp-method. For this purpose, a discrete inf-sup condition is proven which guarantees the stability of the mixed
method. Numerical results confirm the theoretical findings.
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1. Introduction

The aim of this paper is to derive mixed finite element methodsof higher-order for two-body contact problems
in linear elasticity. The discretization approach is basedon mixed finite elements for contact problems introduced by
Haslinger et al. in [14, 16, 18]. This approach was originally developed for low-order finite elements. In this paper,
we extend it to higher-order discretizations and to two-body contact problems. The approach relies on a saddle point
formulation. The introduced Lagrange multiplier is definedon the surface of one of the bodies in contact and enforces
the geometrical contact condition via a sign condition.

To guarantee the uniqueness of the solution of the mixed scheme and to show its convergence one has to provide a
uniform discrete inf-sup condition which balances the discretization spaces of the primal variable and of the Lagrange
multiplier. It is an essential assumption to show the convergence of the mixed scheme without regularity assumptions,
to derive a priori estimates and to determine convergence rates based on these estimates.

In this work, the higher-order discretization of the primalvariable is given via a conforming ansatz using tensor
product polynomials. The discretization space of the discrete Lagrange multiplier is also based on such tensor prod-
ucts. To include the sign condition, we enforce the discreteLagrange multiplier to be positive only in Gauss quadrature
points leading to a non-conforming discretization. This approach was already suggested in [7] for frictional contact
problems. We show the convergence of the mixed scheme and discuss some arguments as proposed by Haslinger
et al. and Lhalouani et al., cf. [5, 14, 15, 16, 22] to determine convergence rates for low-order discretizations of the
Lagrange multiplier. The main result is the derivation of convergence rates with respect to higher-order discretizations
in both variables. The essential ingredient is to intensively utilize the discretization of the Lagrange multiplier via its
definition in Gauss points. This enables to apply higher-order interpolations as introduced in [3] as well as quadrature
rules for the exact integration of polynomials.

This work also deals with the verification of a uniform discrete inf-sup condition. For low-order finite elements
and one-body contact problems, the discrete inf-sup condition is proven in [14, 16]. An essential assumption of the
proof is that the discretization of the Lagrange multiplieris defined on boundary meshes with a different mesh size
than that of the primal variable. We show that in the higher-order approach, this assumption can, in principle, be
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avoided using different polynomial degrees. In the proof of the discrete inf-sup condition, we use approximation
results of thep-method of finite elements and some inverse estimates for higher-order polynomials, cf. [2, 11]. In
particular, we adapt the proof of the discrete inf-sup condition for frictional one-body contact problems as described
in [25].

Higher-order discretization schemes for contact problemsare rarely studied in literature, especially for mixed
variational formulations. We refer to [21] for finite element discretizations based on primal, non-mixed formulations,
to [7] for mixed methods using a mortar approach and to [24] for boundary element methods. Mixed methods with
quadratic finite elements are described in [17, 19].

The paper is organized as follows: In Section 2, the two-bodycontact problem and its mixed variational formula-
tion are introduced. The convergence of the mixed scheme andgeneral a priori estimates are discussed in Section 3.
In Section 4 the discretization of higher-order is presented, its convergence is proven and convergence rates are de-
termined. A uniform discrete inf-sup condition is proven inSection 5. Finally, numerical results confirming the
theoretical findings are discussed in Section 6.

2. Two-body contact problem and its mixed variational formulation

We consider the deformation of two bodies being in contact. They are represented by the domainsΩl ⊂ Rk,
k ∈ {2,3}, l ∈ {1,2}, with sufficiently smooth boundariesΓl := ∂Ωl and are clamped at some boundary parts which
are represented by the closed setsΓl

D ⊂ Γ
l with positive measure. The boundary parts of the bodies where the bodies

possibly get in contact are described by open setsΓl
C where we assumeΓ

l
C ( Γl\Γl

D andΓl
N := Γl\(Γl

D ∪ Γ
l
C). Volume

and surface forces act on the bodies. They are described by functions f l ∈ L2(Ωl ;Rk) andql ∈ L2(Γl
N;Rk). The

resulting deformation is described by displacement fieldsvl ∈ H1(Ωl ;Rk) with the linearized strain tensorε(v) :=
1
2(∇v + (∇v))⊤. The stress tensor describing the linear-elastic materiallaw is defined asσl(v)i j := Cl

i jklε(v)kl, where

Cl
i jkℓ ∈ L∞(Ω) with Cl

i jkℓ = C
l
jiℓk = C

l
kℓi j andCl

i jkℓτi jτkℓ ≥ κτ
2
i j for all τ ∈ L2(Ω;Rk×k) with τi j = τ ji and a constant

κ > 0. We setH1
D(Ωl) := {v ∈ H1(Ωl ;Rk) | γl

|Γl
D

(vi) = 0, i = 1, . . . , k} for the trace operatorγl ∈ L(H1(Ωl), L2(Γl)) and

define (σl
n(vl))i := σl

i j (v
l)nl

j , vl
n := vl

in
l
i , σ

l
nn(v

l) := σl
i j (v

l)nl
in

l
j , σ

l
nt(v

l) := σl
n(vl) − σl

nn(v
l)n with outer normalnl of Γl .

For a bijective, sufficiently smooth mappingΦ : Γ1
C → Γ

2
C andx ∈ Γ1

C, we define

ñ(x) :=















Φ(x)−x
|Φ(x)−x| , x , Φ(x),

n1(x) = −n2(x), x = Φ(x)

and the gap functiong(x) := |x− Φ(x)|. Furthermore, we set [v1, v2]ñ(x) := v1
i (x)ñi − v2

i (Φ(x))i ñi for functionsv1 and
v2 onΓ1

C andΓ2
C, respectively. The two-body contact problem is thus to find displacement fieldsu1 andu2 such that

−divσl(ul) = f l in Ωl ,

ul = 0 onΓl
D,

σl
n(ul) = ql onΓl

N,

σl
nt(u

l) = 0 onΓl
C,

[u1,u2]ñ ≤ g, σ1
ññ(u1) ≤ 0, σ1

ññ(u1)([u1,u2]ñ − g) = 0 onΓ1
C.

In this paper, the following notational conventions are used. The spaceH−1/2(Γ1
C) denotes the topological dual

space ofH1/2(Γ1
C) with norms‖ · ‖−1/2,Γ1

C
and‖ · ‖1/2,Γ1

C
, respectively. Let (·, ·)0,ω and (·, ·)0,Γ′ be the usualL2-scalar prod-

ucts onω ⊂ Rk andΓ′ ⊂ Γ1
C, respectively. Forv ∈ H1

D(Ωl) andw ∈ L2(Γ′), we define‖v‖2
0,Ωl := (vi , vi)0,Ωl and‖w‖20,Γ′ :=

(w,w)0,Γ′ . Furthermore, the usualH1-norm onH1
D(Ωl) is denoted by‖ · ‖1,Ωl . We defineγl

N ∈ L(H1
D(Ω), L2(Γl

N,R
k))

asγl
N(v)i = γ

l
|Γl

N

(vi) andHD := H1
D(Ω1) × H1

D(Ω2), which is a Hilbert space with the norm‖v‖21 :=
∑

l=1,2 ‖v
l‖2

1,Ωl for

v ∈ HD. We setγCñ ∈ L(HD,H1/2(Γ1
C)) asγCñ(v) := [γ1

C(v1), γ2
C(v2)]ñ which is surjective due to the assumptions on

Γ1
C, cf. [8]. Finally, we introduce some interpolation spacesH1+θ(Ωl) andH−1/2+θ(Γ1

C) for θ > 0 which are defined via
H1+θ(Ωl) := [H1(Ωl),H2(Ωl)]θ,2 andH−1/2+θ(Γ1

C) := [H−1/2(Γ1
C),H1/2(Γ1

C))]θ,2 with norms‖ · ‖1+θ,Ωl and‖ · ‖−1/2+θ,Γ1
C
,

respectively, cf. [23, 26].
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It is well-known, that the solution of the two-body contact problemu ∈ HD is also a solutionu ∈ K := {v ∈ HD |

γCñ(v) ≤ g} of the variational inequality
a(u, v− u) ≥ ℓ(v− u)

for all v ∈ K, wherea(u, v) :=
∑

l=1,2(σi j (ul), εi j (vl))0 andℓ(v) :=
∑

l=1,2

(

( f l
i , v

l
i)0 + (ql

i , γ
l
N(vl)i)0,Γl

N

)

. The inequality

above is fulfilled if and only ifu is a minimizer of the functionalE(v) := 1
2a(v, v) − ℓ(v) in K. Due to Cauchy’s and

Korn’s inequalitiesa is continuous andHD-elliptic, i.e., there exist constantsν0 andν1, so that

a(u, v) ≤ ν0‖u‖1‖v‖1, ν0‖v‖
2
1 ≤ a(v, v) (2.1)

for all u, v ∈ HD. Therefore, the functionalE is strictly convex, continuous and coercive. This implies the existence
of a unique minimizeru due to the convexity and closedness ofK. Given the Lagrange functionalL(v, µ) := E(v) +
〈µ, γCñ(v) − g〉 onHD × H−1/2

+ (Γ1
C), the Hahn-Banach theorem yields

E(u) = inf
v∈HD

sup
µ∈H−1/2

+ (Γ1
C)

L(v, µ) (2.2)

for H1/2
+ (Γ1

C) := {w ∈ H1/2(Γ1
C) | w ≥ 0} andH−1/2

+ (Γ1
C) := {µ ∈ H−1/2(Γ1

C) | ∀w ∈ H1/2
+ (Γ1

C) : 〈µ,w〉 ≥ 0}. Note that
we assumeg ∈ H1/2(Γ1

C). Thus,u is a minimizer ofE, whenever (u, λ) ∈ HD × H−1/2
+ (Γ1

C) is a saddle point ofL. The
existence of a unique saddle point is guaranteed, if there exists a constantα > 0 such that

α‖µ‖−1/2,Γ1
C
≤ sup

v∈HD, ‖v‖1=1
〈µ, γCñ(v)〉 (2.3)

for all µ ∈ H−1/2(Γ1
C), cf. [10]. In fact, it follows from the closed range theoremand the surjectivity ofγCñ, that (2.3)

is valid. Due to the stationarity condition, (u, λ) ∈ HD × H−1/2
+ (ΓC) is a saddle point ofL if and only if it fulfills the

mixed variational formulation
a(u, v) = ℓ(v) − 〈λ, γCñ(v)〉,

〈µ − λ, γCñ(u) − g〉 ≤ 0
(2.4)

for all v ∈ HD andµ ∈ H−1/2
+ (Γ1

C).

3. Discretization of the mixed variational formulation

Let Sp
h andMq

H be finite dimensional subspaces ofHD andH−1/2(Γ1
C), respectively. Furthermore, letMq

H,+ be
a convex and closed subset ofMq

H. Here,h, H, p, andq denote some parameters specifying the finite element
discretizations as introduced in Section 5. The discrete saddle point problem of the two-body contact problem is to
find a discrete saddle point (up

h, λ
q
H) ∈ Sp

h ×M
q
H,+, such that

L(up
h, λ

q
H) = inf

vp
h∈S

p
h

sup
µ

q
H∈M

q
H,+

L(vp
h, µ

q
H). (3.1)

Again, by the stationarity condition, we conclude that the discrete saddle point is equivalently characterized by

a(up
h, v

p
h) = ℓ(vp

h) − (λq
H , γCñ(vp

h))0,Γ1
C
,

(µq
H − λ

q
H , γCñ(up

h) − g)0,Γ1
C
≤ 0

(3.2)

for all vp
h ∈ S

p
h and allµq

H ∈ M
q
H,+. It is easy to see that the first component of the discrete saddle point is the unique

minimizer of the minimization problem
E(up

h) = min
vp

h∈K
pq
hH

E(vp
h)

with Kpq
hH := {vp

h ∈ S
p
h | ∀µ

q
H ∈ M

q
H,+ : (µq

H , γCñ(vp
h) − g)0,Γ1

C
≤ 0}. Moreover,up

h fulfills

a(up
h, v

p
h − up

h) ≥ ℓ(vp
h − up

h) (3.3)

for all vp
h ∈ Kpq

hH. To guarantee the existence of a saddle point, a discrete inf-sup condition onSp
h × M

q
H has to be

satisfied.
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Theorem 3.1. If there is a constantα > 0 such that

α‖µ
q
H‖−1/2,Γ1

C
≤ sup

vp
h∈S

p
h , ‖v

p
h‖1=1

(µq
H , γCñ(vp

h))0,Γ1
C

(3.4)

for all µq
H ∈ M

q
H, then there exists a unique discrete saddle point of the two-body contact problem(3.1).

Proof. Using (3.4), we conclude by standard arguments (e.g. [20, Lem. 3.2]), that

M
q
H ∋ µ

q
H 7→ sup

vp
h∈S

p
h

−L(vp
h, µ

q
H)

is coercive. The assertion follows from the closedness and convexity ofMq
H,+ and [10, Prop IV.2.3 and Remark

IV.2.1]. The uniqueness is a direct consequence of (3.4).

Remark3.2. We call the discretization scheme (3.2) stable, if there exists a unique discrete saddle point independently
of the discretization level. In other words, to guarantee the discretization schemes (3.2) to be stable, (3.4) has to be
uniformly fulfilled, i.e. the constantα in (3.4) has to be independent ofh, H, p andq.

The convergence of the mixed method can be stated without anyregularity assumptions using standard techniques
of convex analysis. Only the coercivity ofa and the approximation properties ofSp

h andMq
H are used. Here, we

present a modification of Theorem 1.1.5.3 in [18]. In the following, a sequence{vp
h} with vp

h ∈ S
p
h converges tov ∈ HD

if vp
h → v ash → 0 for a fixedp or asp → ∞ for a fixedh. Similarly, the convergence of a sequence{µq

H} with
µ

q
H ∈ M

q
H,+ is defined. Moreover, we omith,H → 0 andp,q→ ∞ using the usual lim-notation.

Theorem 3.3. Let condition(3.4)be fulfilled. Moreover, assume that

(i) for all v ∈ HD, there exists a sequence{vp
h} with vp

h ∈ S
p
h which strongly converges to v,

(ii) for all µ ∈ H−1/2
+ (Γ1

C) there exists a sequence{µq
H} with µq

H ∈ M
q
H,+ which strongly converges toµ,

(iii) for all sequences{µq
H} with µq

H ∈ M
q
H,+ weakly converging toµ ∈ H−1/2(Γ1

C), there holdsµ ∈ H−1/2
+ (Γ1

C),

(iv) there exists a bounded sequence{v̄p
h} with v̄p

h ∈ S
p
h and(µq

H , γCñ(v̄p
h) − g)0,Γ1

C
≤ 0 for all µq

H ∈ M
q
H,+.

Then, the sequence{up
h} strongly converges to u and the sequence of discrete Lagrange multipliers{λq

H} weakly con-
verges toλ.

Proof. Sincev̄p
h ∈ Kpq

hH, we obtain from (3.3) that

ν1‖u
p
h‖

2
1 ≤ a(up

h,u
p
h) ≤ a(up

h, v̄
p
h) − ℓ(v̄p

h − up
h) ≤ (ν0‖v̄

p
h‖1 + ‖ℓ‖)‖u

p
h‖1 + ‖ℓ‖ ‖v̄

p
h‖1.

Thus, we have‖up
h‖1 ≤ ν

−1
1 (ν0‖v̄

p
h‖1 + ‖ℓ‖)+ (ν−1

1 ‖ℓ‖ ‖v̄
p
h‖1)1/2 and, therefore, the sequence{up

h} is bounded. From (3.4)
and (3.2), we obtain

α‖λ
q
H‖−1/2,Γ1

C
≤ sup

vp
h∈S

p
h , ‖v

p
h‖1=1

(λq
H , γCñ(vp

h))0,Γ1
C
≤ ν1‖u

p
h‖1 + ‖ℓ‖,

which implies that{λq
H} is also bounded. Due to the reflexivitiy ofHD and H−1/2(Γ1

C), there exist subsequences
{up̃

h̃
} ⊂ {up

h} and{λq̃
H̃
} ⊂ {λ

q
H} which weakly converge tou∗ ∈ HD andλ∗ ∈ H−1/2(Γ1

C), respectively. From (iii), we have

λ∗ ∈ H−1/2
+ (Γ1

C). Let {vp
h} and{µq

H} strongly converge tov ∈ HD andµ ∈ H−1/2
+ (Γ1

C), respectively, as assumed in (i)
and (ii). It is easy to see thata(up̃

h̃
, vp̃

h̃
), (µq̃

H̃
, γCñ(up̃

h̃
))0,Γ1

C
and (λq̃

H̃
, γCñ(vp̃

h̃
))0,Γ1

C
converge toa(u∗, v), (µ, γCñ(u∗))0,Γ1

C
and

(λ∗, γCñ(v))0,Γ1
C
, respectively. Passing to the limit in (3.2) yields

a(u∗, v) = ℓ(v) − (λ∗, γCñ(v))0,Γ1
C
, (3.5)

(µ, γCñ(u∗) − g)0,Γ1
C
≤ lim inf(λq̃

H̃
, γCñ(up̃

h̃
) − g)0,Γ1

C
. (3.6)

Sincev 7→ a(v, v) is convex and continuous and, therefore, weakly lower semi-continuous, we obtain from (3.2), that

a(u∗,u∗) + lim inf(λq̃
H̃
, γCñ(up̃

h̃
))0,Γ1

C
≤ lim inf

(

a(up̃

h̃
,up̃

h̃
) + (λq̃

H̃
, γCñ(up̃

h̃
))0,Γ1

C

)

= lim inf ℓ(up̃

h̃
) = ℓ(u∗).
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Hence, using (3.5) withv := u∗ and (3.6), we find

(µ, γCñ(u∗) − g)0,Γ1
C
≤ lim inf(λq̃

H̃
, γCñ(up̃

h̃
) − g)0,Γ1

C
= ℓ(u∗) − a(u∗,u∗) − (λ∗,g)0,Γ1

C
= (λ∗, γCñ(u∗) − g)0,Γ1

C
. (3.7)

Since (v, µ) is arbitrarily chosen, (3.5) and (3.7) imply that (u∗, λ∗) is a saddle point. Due to the uniqueness, we
conclude (u∗, λ∗) = (u, λ) and, additionally, that the entire sequence{(up

h, λ
q
H)} converges to (u, λ) weakly. To show

that{up
h} converges tou strongly, we consider

0 ≤ a(u− up
h,u− up

h) = a(u,u) − 2a(u,up
h) + ℓ(up

h) − (λq
H , γCñ(up

h))0,Γ1
C

= a(u,u) − 2a(u,up
h) + ℓ(up

h) − (λq
H ,g)0,Γ1

C
→ −a(u,u) + ℓ(u) − 〈λ, γCñ(u)〉 + 〈λ, γCñ(u) − g〉 = 0.

Remark3.4. Obviously, condition (iv) in Theorem 3.3 is fulfilled ifg ∈ γCñ(Sp
h), and, in particular, ifg = 0. We refer

to Section 5 for the verification of the conditions (i)-(iii)with respect to a given discretization.

In the following, we discuss some general a priori estimatessimilar to those introduced in [5, 14, 15, 16, 22]. The
important assumption is given by the discrete inf-sup condition (3.4). For notational simplicity,. abbreviates≤ up to
a positive constant which is independent ofSp

h andMq
H.

Lemma 3.5. There holds

‖u− up
h‖

2
1 . ‖u− up

h‖1(‖u− vp
h‖1 + ‖λ − µ

q
H‖−1/2,Γ1

C
) + ‖λ − λq

H‖−1/2,Γ1
C
‖u− vp

h‖1 + 〈λ − µ
q
H , γCñ(u) − g〉

+ 〈λ
q
H − µ, γCñ(u) − g〉

for all vp
h ∈ S

p
h, µq

H ∈ M
q
H,+ andµ ∈ H−1/2

+ (Γ1
C).

Proof. We find

〈λ
q
H − λ,g− γCñ(up

h)〉 ≤ 〈µq
H ,g− γCñ(up

h)〉 − 〈λ,g− γCñ(up
h)〉 = 〈λ − µq

H , γCñ(u) − g〉 + 〈λ − µq
H , γCñ(up

h − u)〉.

Thus, we obtain

〈λ
q
H − λ, γCñ(u− up

h)〉 ≤ 〈µ − λ,g− γCñ(up
h)〉 + 〈λq

H − µ, γCñ(u− up
h)〉

= 〈λ
q
H − λ,g− γCñ(up

h)〉 + 〈µ − λq
H ,g− γCñ(u)〉

≤ 〈λ − µ
q
H , γCñ(u) − g〉 + 〈λ − µq

H , γCñ(up
h − u)〉 + 〈µ − λq

H ,g− γCñ(u)〉.

Due to (2.1), there holds

‖u− up
h‖

2
1 . a(u− up

h,u− vp
h) + a(u− up

h, v
p
h − up

h)

= a(u− up
h,u− vp

h) + 〈λq
H − λ, γCñ(vp

h − u)〉 + 〈λq
H − λ, γCñ(u− up

h)〉

. ‖u− up
h‖1‖u− vp

h‖1 + ‖λ − λ
q
H‖−1/2,Γ1

C
‖u− vp

h‖1 + ‖u− up
h‖1‖λ − µ

q
H‖−1/2,Γ1

C
+ 〈λ − µ

q
H , γCñ(u) − g〉

+ 〈λ
q
H − µ, γCñ(u) − g〉.

Similar to [18, Theorem 1.1.5.1], we conclude the followinga priori estimation.

Theorem 3.6. Assume condition(3.4) to be fulfilled. Then,

‖u− up
h‖

2
1 + ‖λ − λ

q
H‖

2
−1/2,Γ1

C
. ‖u− vp

h‖
2
1 + ‖λ − µ

q
H‖

2
−1/2,Γ1

C
+ 〈λ − µ

q
H , γCñ(u) − g〉 + 〈λq

H − µ, γCñ(u) − g〉

for all vp
h ∈ S

p
h andµq

H ∈ M
q
H,+ as well as allµ ∈ H−1/2

+ (Γ1
C).
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Proof. From condition (3.4), we obtain

‖µ
q
H − λ

q
H‖−1/2,Γ1

C
. sup

vp
h∈S

p
h , ‖v

p
h‖1=1
〈µ

q
H − λ

q
H , γCñ(vp

h)〉 = sup
vp

h∈S
p
h , ‖v

p
h‖1=1
〈µ

q
H , γCñ(vp

h)〉 + a(up
h, v

p
h) − ℓ(vp

h)

= sup
vp

h∈S
p
h , ‖v

p
h‖1=1
〈µ

q
H − λ, γCñ(vp

h)〉 + a(up
h − u, vp

h) . ‖λ − µq
H‖−1/2,Γ1

C
+ ‖u− up

h‖1.

Thus,
‖λ − λ

q
H‖−1/2,Γ1

C
≤ ‖λ − µ

q
H‖−1/2,Γ1

C
+ ‖µ

q
H − λ

q
H‖−1/2,Γ1

C
. ‖λ − µ

q
H‖−1/2,Γ1

C
+ ‖u− up

h‖1. (3.8)

From Lemma 3.5 and (3.8) as well as Young’s inequality 2ab≤ ǫa2 + ǫ−1b2 for a,b, ǫ > 0, we obtain

‖u− up
h‖

2
1 . ǫ‖u− up

h‖
2
1 + (ǫ−1 + 1/2)(‖u− vp

h‖
2
1 + ‖λ − µ

q
H‖

2
−1/2,Γ1

C
) + 〈λ − µq

H , γCñ(u) − g〉 + 〈λq
H − µ, γCñ(u) − g〉.

Choosing a suitableǫ > 0 together with (3.8) yields the assertion.

4. Higher-order discretizations

In this section, we propose a higher-order finite element discretization and verify the assumptions of Theorem 3.3
to show its convergence. Moreover, we derive convergence rates of the mixed scheme. Here and in the following
sections, we assume that the domainsΩl are Lipschitz and polygonal. The discretization is based onquasi-uniform
finite element meshesT l andE of parallelograms or parallelepipeds which decomposeΩl andΓ1

C with mesh sizeshl

andH, respectively. LetΨl
T : [−1,1]k → T ∈ T l ,ΦE : [−1,1]k−1→ E ∈ E be affine transformations and letpl ,q ∈ N.

Using the polynomial tensor product spaceSr
k of orderr on the reference element [−1,1]k, we define

S
p
h :=
{

v = (v1, v2) ∈ HD | ∀Tl ∈ T
l : vl|Tl ◦ Ψ

l
T ∈ Spl

k , l = 1,2
}

with h := (h1,h2) andp := (p1, p2). Furthermore, we define

M
q
H :=

{

µ ∈ L2(Γ1
C) | ∀E ∈ E : µ|E ◦ ΦE ∈ Sq

k−1

}

.

To complete the discretization of the mixed formulation, wehave to specify the subsetMq
H,+. This is done in the

following way,
M

q
H,+ :=

{

µ
q
H ∈ M

q
H | ∀E ∈ E : ∀x ∈ Cq : µq

H|E(ΦE(x)) ≥ 0
}

(4.1)

with the finite setCq ⊂ [−1,1]k−1 of the (q + 1)k−1 Gauss-quadrature points. We note that polynomialsP̂ of order
2q+ 1 on [−1,1]k−1 are exactly integrated by the resulting quadrature rule, i.e, with some weightsαx̂ ≥ 0, there holds
∫

[−1,1]k−1 P̂(x̂) dx̂ =
∑

x̂∈Cq
αx̂P̂(x̂). Furthermore, for polynomialsP on E ∈ E we have

∫

E
P(x) dx=

∑

x̂∈Cq

βx̂P(ΦE(x̂)) (4.2)

with βx̂ := αx̂|det∇ΦE(x̂)⊤∇ΦE(x̂)| ≥ 0, x̂ ∈ Cq.
To show Conditions (i)-(iv) of Theorem 3.3, we introduce theinterpolation operatorsIq

H andJh
p which map contin-

uous functions intoMq
H andSp

h, respectively. The operatorIq
H is defined via the transformed Gauss quadrature points

ΦE(x̂), x̂ ∈ Cq, on eachE ∈ E whereasJp
h uses transformed Gauss-Lobatto-Points. There holds

‖v− Iq
H(v)‖0,Γ1

C
. Hmin(q+1,θ)/(q+ 1)θ‖v‖θ,Γ1

C
, (4.3)

‖w− Jp
h (w)‖1 .

∑

l=1,2

hmin(pl ,θl )
l /pθll ‖w

l‖1+θl (4.4)

for all v ∈ Hθ(Γ1
C) with θ > (k − 1)/2, cf. [3, Thm 3.4, Thm. 5.2], and allw = (w1,w2) ∈ HD with wl ∈ H1+θl (Ωl),

θl > 1/2, cf. [3, Thm. 5.9]. Moreover, we make use of the inverse estimate

‖µ
q
H‖−1/2+θ,Γ1

C
.

max{1,q}2θ

Hθ
‖µ

q
H‖−1/2,Γ1

C
(4.5)

for all µq
H ∈ M

q
H, cf. [11, Thm. 3.5, Thm 3.9].
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Lemma 4.1. Let {µq
H} with µq

H ∈ M
q
H be a bounded sequence in H−1/2(Γ1

C) and v∈ Hθ(Γ1
C) with θ > (k − 1)/2. For

q ≥ 1, it holds
|(µq

H , v− Iq
H(v))0| . Hmin(q+1,θ)−1/2/(q+ 1)θ−1‖v‖θ,Γ1

C
.

Proof. From Cauchy’s inequality and the inverse estimate (4.5) as well as the interpolation estimate (4.3), we have

|(µq
H , v− Iq

H(v))0,Γ1
C
| ≤ ‖µ

q
H‖0,Γ1

C
‖v− Iq

H(v)‖0,Γ1
C
. Hmin(q+1,θ)−1/2/(q+ 1)θ−1‖v‖θ,Γ1

C
‖µ

q
H‖−1/2,Γ1

C
.

Since the sequence{µq
H} is assumed to be bounded inH−1/2(Γ1

C), we obtain the assertion.

Theorem 4.2. Let the discrete inf-sup condition(3.4) be valid. Moreover, let g∈ γCñ(Sp
h). Then,{up

h} strongly
converges to u and{λq

H} weakly converges toλ.

Proof. Obviously, Condition (i) is fulfilled due to (4.4) and the density of H1+θl (Ωl) in H1(Ωl), θl > 1/2. Also
Condition (iv) is valid due to the assumption ong, cf. Remark 3.4. To show Condition (ii), letµ ∈ H−1/2

+ (Γ1
C) and

ǫ > 0. Due to the density ofHθ(Γ1
C) in H−1/2(Γ1

C) with θ > (k− 1)/2, there exists a functionµǫ ∈ Hθ(Γ1
C) ∩ H−1/2

+ (Γ1
C)

with ‖µ − µǫ‖−1/2,Γ1
C
≤ ǫ. For a fixedq there exists anH so that‖µǫ − Iq

H(µǫ)‖0,Γ1
C
≤ ǫ. Defineµq

H := Iq
H(µǫ), then

µ
q
H ∈ M

q
H,+ and

‖µ − µ
q
H‖−1/2,Γ1

C
≤ ‖µ − µǫ‖−1/2,Γ1

C
+ ‖µǫ − µ

q
H‖−1/2,Γ1

C
. ǫ.

The same holds for a fixedH, so that Condition (ii) is proven.
To show Condition (iii), let the sequence{µq

H} weakly converge toµ ∈ H−1/2(Γ1
C) andv ∈ H1/2

+ (Γ1
C) ∩ H1+θ(Γ1

C)
with θ > 0. There holds

|(µq
H , I

q
H(v))0,Γ1

C
− 〈µ, v〉| ≤ |(µq

H , v− Iq
H(v))0,Γ1

C
| + |〈µ, v〉 − (µq

H , v)0,Γ1
C
|. (4.6)

Due to the weak convergence of{µq
H} the last summand in (4.6) tends to zero. The sequence{µ

q
H} is bounded in

H−1/2(Γ1
C). Due to Lemma 4.1 also the first summand tends to zero. Altogether, (µq

H , I
q
H(v))0,Γ1

C
converges to〈µ, v〉 and

we obtain from (4.2)

〈µ, v〉 = lim(µq
H , I

q
H(v))0,Γ1

C
= lim

∑

E∈E

∑

x̂∈Cq

βx̂µ
q
H(ΦE(x̂))v(ΦE(x̂)) ≥ 0.

SinceH1+θ(Γ1
C) is dense inH1/2(Γ1

C), there holdsµ ∈ H−1/2
+ (Γ1

C).

Remark4.3. In principle, we can also apply other finite setsC to approximatively ensure the sign condition in (4.1).
In Section 6 we discuss the use of Chebychev points by some numerical experiments. For the justification of this ap-
proach, we refer to [9], where some bounds of polynomials areconsidered fulfilling pointwise restrictions in Cheby-
chev points.

Remark4.4. Note that the discretiziation given by (4.1) is non-conforming for q ≥ 2, i.e.,Mq
H,+ 1 H−1/2

+ (Γ1
C). The

conforming definition ofMq
H,+ by {µq

H ∈ M
q
H | ∀E ∈ E : µq

H|E ≥ 0} ⊂ H−1/2
+ (Γ1

C) may seem to be more natural.
However, ensuring higher-order finite element functions tobe in this set is not obvious forq ≥ 2.

To obtain convergence rates using Theorem 3.6, we have to discuss the expressions〈λ − µq
H , γCñ(u) − g〉 and

〈λ
q
H − µ, γCñ(u) − g〉, which dominate the overall error estimations. First, we consider the caseq = 0 and discuss

some arguments similar to those introduced in [22]. In this case, there holdsMq
H,+ ⊂ H−1/2

+ (Γ1
C) and, in particular,

〈λ
q
H − µ, γCñ(u) − g〉 = 0 settingµ := λq

H ∈ H−1/2
+ (Γ1

C). In the following, we assumeul
i ∈ H1+θl (Ω), λ ∈ Hθ(Γ1

C)
and γCñ(u) − g ∈ Hθ̃(Γ1

C) with 0 ≤ θ, θ̃ ≤ 1 andθl > 1/2. For q = 0, we haveΠH(λ) ∈ Mq
H,+ whereΠH is

piecewisely given by the integral mean value (i.e., theL2-projection onto piecewise constant functions). Due to
‖λ − ΠH(λ)‖0,ω . Hθ‖λ‖θ,Γ1

C
for λ ∈ Hθ(Γ1

C), cf. [4], as well as Cauchy’s inequality we obtain

〈λ − ΠH(λ), γCñ(u) − g〉 =
∫

Γ1
C

(λ − ΠH(λ))(γCñ(u) − g− ΠH(γCñ(u) − g)) ds. Hθ+θ̃.
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Furthermore, the definition of the dual norm yields

‖λ − ΠH(λ)‖−1/2,Γ1
C
= sup

w∈H1/2(Γ1
C), ‖w‖1/2,Γ1C

=1

∫

Γ1
C

(λ − ΠH(λ))(w− ΠH(w)) ds. Hθ+1/2.

Assuming condition (3.4), we obtain from (4.4) and Theorem 3.6,

‖u− up
h‖1 + ‖λ − λ

q
H‖−1/2,Γ1

C
. H(θ+θ̃)/2 +

2
∑

l=1

hmin(pl ,θl )
l /pθll . (4.7)

An alternative approach is proposed in [14, 15, 16] fork = 2, where the set of points ofΓ1
C in whichγCñ(u)−g changes

from negative to zero is assumed to be finite. The number of segmentsẼ ⊂ E which contains such points is, therefore,
bounded independently ofH. Assumingθl ≥ 1, we have either 0= −σññ(u) = λ = ΠH(λ) or γCñ(u) − g = 0 on
E ∈ E\Ẽ. Provided thatγCñ(u) − g ∈W1,∞(E), E ∈ Ẽ, we have‖γCñ(u) − g‖∞,E . H‖∇(γCñ(u) − g)‖∞,E and obtain by
Cauchy’s inequality

〈λ − ΠH(λ), γCñ(u) − g〉 ≤
∑

E∈Ẽ

‖λ − ΠH(λ)‖0,E‖γCñ(u) − g‖∞,EH1/2

≤ H1/2‖λ − ΠH(λ)‖0,Γ1
C

















∑

E∈Ẽ

‖γCñ(u) − g‖2∞,E

















1/2

. Hθ+3/2

and, therefore,

‖u− up
h‖1 + ‖λ − λ

q
H‖−1/2,Γ1

C
. Hθ+1/2 + Hθ/2+3/4 +

2
∑

l=1

hmin(pl ,θl )
l /pθll . (4.8)

Remark4.5. For pl = 1 andθ = 1/2, (4.8) corresponds to the resultO(h + H) as shown in [16] for the Signorini
problem. In [22], the order of convergence is stated byO(h3/4) whereh = H and pl = 1 is assumed. We obtain the
same result forθ = 1/2 andθ̃ = θl = 1 with respect to (4.7). These regularity assumptions are implicitly assumed in
[22].

For q ≥ 1, we may proceed as follows.

Theorem 4.6. Let the discrete inf-sup condition(3.4)be uniformly fulfilled. Furthermore, letθ, θ̃ > (k−1)/2, θl > 1/2
and q≥ 1. Then,

‖u− up
h‖1 + ‖λ − λ

q
H‖−1/2,Γ1

C
. Hmin(q+1,θ)/2/(q+ 1)θ/2 + Hmin(q+1,θ̃)/2−1/4/(q+ 1)θ̃/2−1/2 +

2
∑

l=1

hmin(pl ,θl )
l /pθll .

Proof. Obviously, there holdsIq
H(λ) ∈ Mq

H,+ and, therefore,

〈λ − Iq
H(λ), γCñ(u) − g〉 . ‖λ − Iq

H(λ)‖0 . Hmin(q+1,θ)/(q+ 1)θ.

We conclude from Theorem 4.2 that the sequence{λq
H} weakly converges and is, therefore, bounded inH−1/2(Γ1

C).
Thus, we obtain from Lemma 4.1 and (4.2)

〈λ
q
H , γCñ(u) − g〉 ≤ |(λq

H , γCñ(u) − g− Iq
H(γCñ(u) − g))0,Γ1

C
| + (λq

H , I
q
H(γCñ(u) − g))0,Γ1

C

. Hmin(q+1,θ̃)−1/2/(q+ 1)θ̃−1 +
∑

E∈E

∑

x̂∈C

βx̂λ
q
H(ΦE(x̂))(γCñ(u) − g)(ΦE(x̂)). (4.9)

Sinceλq
H(ΨC(x̂)) ≥ 0 andβx̂ ≥ 0 for x̂ ∈ C as well asγCñ(u) − g ≤ 0 onΓ1

C, the sum in (4.9) is non-positive and can,
therefore, be omitted. Theorem 3.6 together with (4.4) yields the assertion.

Remark4.7. The convergence rates stated in Theorem 4.6 may seem to be suboptimal due to the use of the inverse
estimate in Lemma 4.1 and due to the fact thatIq

H is not an orthogonal projection (in contrast toΠH). We refer to
the numerical experiments in Section 6, where considerablyhigher convergence rates can be observed. Furthermore,
positive rates with respect toq require high regularity assumptions onγCñ(u) − g with θ̃ > 1.
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5. The discrete inf-sup condition

To show the discrete inf-sup condition (3.4) to be uniformlyfulfilled, we follow the proof of Lemma 3.1 in [16],
where this condition is derived for low-order discretization schemes for a simplified Signorini problem. Moreover, we
adapt the proof of the discrete inf-sup condition for a frictional contact problem given in [25].

Lemma 5.1. For µ ∈ H−1/2(Γ1
C), there exists a function uµ = (uµ,1,uµ,2) ∈ HD, such that

∑

l=1,2

(εi j (u
µ,l), εi j (v

l))0 + (uµ,l , vl)0 = 〈µ, γCñ(v)〉 (5.1)

for all v = (v1, v2) ∈ HD. Additionally, there holds C1‖µ‖−1/2,ΓC ≤ ‖u
µ‖1 for a constant C1 > 0.

Proof. See [25, Lemma 2].

Obviously, the variational problem (5.1) is equivalent to

(εi j (u
µ,1), εi j (v

1))0 + (uµ,1, v1)0 = 〈µ, γCñ(v1,0)〉,

(εi j (u
µ,2), εi j (v

2))0 + (uµ,2, v2)0 = 〈µ, γCñ(0, v2)〉

for all vl ∈ H1
D(Ωl). We call the variational problem (5.1) regular, ifuµ,l ∈ H1+θl (Ωl), 0 < θl ≤ 1, and

‖uµ,l‖1+θl ,Ωl ≤ C2‖µ‖−1/2+θl ,Γ1
C

(5.2)

for all µ ∈ H−1/2+θl (Γ1
C) with a constantC2 > 0.

Theorem 5.2. Assume the variational problem(5.1) to be regular forθl ≤ 1/2 and let h, H, p, q be chosen such that

Π(h,H, p,q) :=
2
∑

l=1

(hlH
−1 max{1,q}2p−1

l )θl

is sufficiently small, then(3.4)holds for a constantα > 0 independent of h, H, p and q.

Proof. Forµq
H ∈ M

q
H, let u

µ
q
H ,p

h = (u
µ

q
H ,p,1

h ,u
µ

q
H ,p,2

h ) ∈ Sp
h be uniquely determined by

∑

l=1,2

(εi j (u
µ

q
H ,p,l

h ), εi j (v
p,l
h ))0 + (u

µ
q
H ,p,l

h,i , v
p,l
h,i )0 = (µq

H , γCñ(vp
h))0,Γ1

C

for all vp
h = (vp,1

h , v
p,2
h ) ∈ Sp

h. For v ∈ HD, define the norm‖|v‖|21 :=
∑

l=1,2(εi j (vl), εi j (vl))0,Ωl + ‖vl‖2
0,Ωl which is

equivalent to theH1-norm‖ · ‖1. In particular, there exists a constantβ > 0 such that‖|v‖|1 ≤ β‖v‖1.
Using the same arguments as in [2, Section 4.2], (4.4) holds true for the solutionuµ

q
H ∈ H1+θl (Ωl) of (5.1) with

0 < θl ≤ 1/2. Thus, applying the Galerkin orthogonality and the regularity assumption as well as the inverse estimate
(4.5), we obtain

‖|uµ
q
H − u

µ
q
H ,p

h ‖|1 . ‖uµ
q
H − Jp

h (uµ
q
H )‖1 .

∑

l=1,2

(hl/pl)
θl ‖uµ

q
H ,l‖1+θl .

∑

l=1,2

(hl/pl)
θl ‖µ

q
H‖−1/2+θl ,Γ1

C
. Π(h,H, p,q)‖µq

H‖−1/2,Γ1
C
.

Therefore, for a sufficiently small value ofΠ(h,H, p,q), we obtain

‖|uµ
q
H − u

µ
q
H ,p

h ‖|1 ≤ (C1 − β
−1α)‖µq

H‖−1/2,Γ1
C

(5.3)

with 0 < α < βC1. From Lemma 5.1, we obtain

sup
vh∈S

p
h\{0}

(µq
H , γCñ(vh))0,Γ1

C

‖vp
h‖1

≥
(µq

H , γCñ(u
µ

q
H ,p

h ))0,Γ1
C

‖u
µ

q
H ,p

h ‖1

≥ β‖|u
µ

q
H ,p

h ‖|1

≥ β‖|uµ
q
H ‖|1 − β‖|u

µ
q
H − u

µ
q
H ,p

h ‖|1 ≥ βC1‖µ
q
H‖−1/2,ΓC − β‖|u

µ
q
H − u

µ
q
H ,p

h ‖|1 ≥ α‖µ
q
H‖−1/2,ΓC .
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(a) (b) (c) (d)

Figure 1: (a) Configuration of the first example,(b) resulting diplacements in y-direction of the first example,(c)
configuration of the second example,(d) maximum displacementuh.

(a) (b) (c) (d)

Figure 2: Lagrange multiplier:(a) p = 2, q = 0, H = h, (b) p = 2, q = 1, H = h, (c) p = 2, q = 1, H = 2h, (d) p = 2,
q = 2, H = 4h.

Remark5.3. From the practical point of view, the result of Theorem 5.2 does not seem to be satisfactory as it is not
clear whenΠ(h,H, p,q) is small enough such that (5.3) holds. Nevertheless, Theorem 5.2 justifies the modification
of the discretization scheme by coarsening the meshE or by decreasing the polynomial degreeq to obtain a stable
scheme. In Section 6, numerical results confirm this theoretical observation.

Remark5.4. To verify the variational problem (5.1) to be regular, we mayapply some regularity results on elliptic
boundary value problems with natural boundary conditions.We refer to [6, 12] and, in particular, to [13, Ch. 9] for
more details.

6. Numerical results

In this section, we consider some numerical experiments anddiscuss the theoretical findings. In the first experi-
ment, we study the stability properties of the mixed scheme.As stated in Theorem 5.2, the discrete inf-sup condition
is uniformly fulfilled if the numberΠ(h,H, p,q) is sufficiently small. To reduceΠ(h,H, p,q), we can varyh andH or
p andq or both. It is noted that varyingh andH implies that the Lagrange multiplier is possibly defined on acoarser
mesh which may lead to a high implementational complexity. Using a surface meshE, which is inherited from the
interior meshT l , the implementational effort is essentially smaller. However, in this case we haveh/H = 1 and can
only vary p andq to keepΠ(h,H, p,q) small.

To illustrate the relations betweenh, H, p andq, we consider the contact of two linear elastic bodies which are
represented byΩ1 = [−3,3] × [4,8] andΩ2 = [−3,3] × [0,4.005], cf. Figure 1(a). The bodyΩ1 is subjected to
Neumann boundary conditions given byf1 = (1,0) on its left side and byf1 = (1,0.5) on its right side. Young’s
moduli are set toE1 = E2 = 500 and Poisson’s ratios toν1 = ν2 = 0.4. Figure 1(b) shows the resulting displacements
in y-direction. Note that the domainsΩ1 andΩ2 overlap which leads to the contact of the domains.

In Figure 2, Lagrange multipliers are depicted forp = 2, q = 0,1,2 and different quotients of the mesh sizes
h = h1 = h2 andH. We observe that the Lagrange multiplier in Figure 2(b) withp = 2, q = 1 andH = h seems
to oscillate when using this configuration. This oscillation phenomenon may be interpreted as a one-dimensional
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(a) (b) (c) (d)

Figure 3: Lagrange multiplier:(a) p = 4, q = 3, H = h, (b) p = 4, q = 3, H = 2h, (c) p = 5, q = 4, H = h, (d) p = 5,
q = 4, H = 2h.

(a) (b)

Figure 4: Lagrange multiplier:(a) p = 2, q = 6, H = 8h, (b) p = 2, q = 6, H = 4h.

checkerboard instability, which suggests that the Lagrange multiplier is not unique. In this case, it is not a reasonable
approximation of contact forces and is, therefore, physically meaningless. For other configurations, the value of
Π(h,H, p,q) is reduced and the Lagrange multiplier does not oscillate.The mixed scheme seems to be stable. In this
example we use meshes which match for both domains.

For higher-order spaces withq ≥ 3, we obtain similar results. In particular, we observe thatq = p− 1 andH = 2h
lead to a stable dicretization. We refer to Figure 3(a),(b) for p = 4, q = 3, H = h andH = 2h as well as to Figure
3(c),(d) forp = 5 , q = 4, H = h andH = 2h, respectively.

We also test configurations withq > p and observe that such configurations result in a stable discretization ifH is
chosen sufficiently coarse. This is illustrated in Figure 4, wherep andq are set top = 2 andq = 6. ChoosingH = 8h
we obtain a stable discretization without oscillations, cf. Figure 4(a), whereas forH = 4h the Lagrange multiplier
oscillates, cf. Figure 4(b). In the experiments we use Gausspoints as well as Chebychev points to define the setC.
Both approaches yield the same stability results.

In the second experiment, we use non-matching meshes and discuss the stability properties. Moreover, we study
the convergence rates. Here, the two linear elastic bodies are represented byΩ1 = [0,10] × [9.9995,19.9995] and
Ω2 = [0,10] × [0,10]. The configuration is shown in Figure 1(c). Young’s moduli are set toE1 = 1.5 · 105 and
E2 = 2 · 105, Poisson’s ratios toν1 = 0.2 andν2 = 0.4, respectively. On the left and right side ofΩ2 Neumann
boundary conditions withf = (±0.5,−5) are prescribed. In Figure 1(d) the resulting maximum displacement is
shown.

Table 1: Error of the displacement variableuh in the energy norm and convergence rates

DoF p=1,q=0 rates p=1,q=1 rates
124 2.17E-04 - - -
456 1.01E-04 1.09 1.11E-04 -
1744 5.65E-05 0.84 5.73E-05 0.95
6816 2.99E-05 0.92 3.06E-05 0.90
26944 1.58E-05 0.91 1.58E-05 0.95
107136 8.13E-06 0.95 8.12E-06 0.95
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(a) (b) (c) (d)

(e) (f)

Figure 5: Lagrange multiplier:(a) p = 1,q = 0,H = min{h1,h2}, (b) p = 1,q = 0,H = 2 max{h1,h2}, (c) p = 2,q =
1,H = min{h1,h2}, (d) p = 2,q = 1,H = 2 max{h1,h2}, (e) p = 4,q = 3,H = min{h1,h2}, (f) p = 4,q = 3,H =
2 max{h1,h2}.

Table 2:L2-error of Lagrange multiplierλH and convergence rates

DoF p=1,q=0 rates p=1,q=1 rates
2 5.60 - - -
4 2.40 1.22 2.28 -
8 2.13 0.16 2.36 -0.04
16 0.90 1.24 1.21 0.95
32 0.53 0.75 0.26 2.20
64 0.30 0.83 0.14 0.85
128 0.11 1.33 0.11 0.37

As in the first experiment, we study different discretizations of the primal variable and the Lagrange multiplier.
In Figure 5, the discrete Lagrange multiplier is depicted for various polynomial degrees and mesh sizes. Again, we
observe that the choicep = q − 1 andH = min{h1,h2} lead to an unstable discretization, where the coarsening
of the surface meshE via H = 2 min{h1,h2} stabilizes the scheme. Note that the non-conforming property of the
discretization can be seen in Figure 5(e) and (f) where the discrete Lagrange multiplier is partly negative.

To study the convergence of the mixed scheme, we calculate reference solutions on meshes which are given by at
least one additional uniform refinement of the meshes at the finest level. For instance, in the casep = 1, the reference
solution is determined with more than 5.25 · 106 degrees of freedom (DoF) onΩ1 and with more than 1.18 · 107 DoF
onΩ2. In the casep = 2, we use more than 3.94 · 106 DoF onΩ1 and more than 8.86 · 106 DoF onΩ2. We measure
the error of the displacement variable in the energy norm andthe error of the Lagrange multiplier in theL2-Norm.

In Tables 1, 2, 3 and 4, the discretization errors of the displacement variable and the Lagrange multiplier are shown.
Moreover, the convergence rates are depicted, which is the numberκ with ‖u− up

h‖1 = O(hκ) and‖λ − λq
H‖0 = O(hκ),

respectively. We observe that the convergence of the mixed scheme withp = 1 andq = 0 is nearly 1 which corresponds
to the results in (4.7) and (4.8). The convergence rates of the Lagrange multiplier vary more or less near to 1. Note
that the discretization error of the Lagrange multiplier isdetermined in theL2-norm and not in theH−1/2-norm. For
p = 2 andq = 1 we obtain almost the same convergence rates. The reason maybe the lack of regularity ofu and
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Table 3: Error of the displacement variableuh in the energy norm and convergence rates

DoF p=2,q=1 rates p=2,q=0 rates
352 7.81E-05 0 5.96E-05 -
1328 3.67E-05 1.09 3.39E-05 0.81
5152 1.86E-05 0.97 1.72E-05 0.97
20288 9.04E-06 1.04 9.13E-06 0.91
80512 4.75E-06 0.92 4.77E-06 0.93

Table 4:L2-error of Lagrange multiplierλH and convergence rates

DoF p=2,q=1 rates p=2,q=0 rates
4 2.28 0 2.37 -
8 2.32 -0.02 1.97 0.26
16 1.13 1.03 0.88 1.15
32 0.25 2.16 0.52 0.75
64 0.13 0.86 0.29 0.84
128 0.10 0.43 0.12 1.23

λ. However, the constant in the convergence study seems to be smaller which may suggest the use of higher-order
schemes in the sense of theh-method, cf. Figure 6(a) and (b). It is noted that these results are comparable with the
results in [19] where similar experiments are studied in thecontext of a mixed scheme with lowest and second order
Lagrange multipliers. In Table 5, we consider thep-method of the mixed scheme, i.e., the mesh sizesh andH are
fixed and the polynomial degreesp andq are increased. The polynomial degree for the Lagrange multiplier is set
to q = p − 1 and the mesh size toH = 2h to ensure the stability of the scheme. Again, we use Gauss points and
Chebychev points to ensure the sign condition of the Lagrange multipliers in the definition ofMq

H,+. The convergence
rates are determined byκ = ln(‖ei‖1/‖ej‖1)/ ln(N j/Ni) whereei is the error andNi the number of unknowns in thei-th
row in Table 5. Note that the numerical findings indicate thatthe a priori results in Theorem 4.6 may be suboptimal.
Indeed, we do not expectγCñ(u)− g to be sufficiently regular in realistic problems so that the determined convergence
rates will match with the computational results. Figure 6(c) shows the convergence of theh- and thep-method with
respect to the number of degrees of freedom. We observe that the convergence rate of thep-method seems to be
slightly better than that of theh-method.

To illustrate the mixed scheme to be applicable to real worldapplications, we finally consider a 3D contact problem
which is taken from a grinding simulation, cf. [1]. In Figure7(a), a workpiece with a mounted point in front is
depicted. In this simulation, we discretize the displacement variable with trilinear finite elements. The Lagrange
multiplier is discretized with piecewise constant functions and is defined on the surface mesh of the mounted point.
In the simulation, 2h ≤ H is assumed. To achieve a suitable resolution, the mesh of theworkpiece and the mesh of the
mounted point are adaptively refined in their contact zones.The deformation of the workpiece and the mounted point

Table 5: Error of the displacement variableuh in the energy norm and convergence rates using Gauss- and Chebychev
points

DoF Gauss rates Chebychev rates
1744 5.18E-5 - 5.18E-5 -
5152 1.74E-5 1.00 1.74E-5 1.00
8560 1.61E-5 0.14 1.61E-5 0.14
13632 1.03E-5 0.96 1.06E-5 0.90
20368 7.56E-6 0.78 7.71E-6 0.80
28768 6.02E-6 0.65 5.98E-6 0.73
38832 4.81E-6 0.75 - -
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(a) (b) (c)

Figure 6:(a) Error of the displacementsuh, (b) error ofλH, (c) error ofuh using thep-method.

(a) (b) (c) (d) (e)

Figure 7:(a) workpiece with mounted point in front,(b) deformation of the workpiece,(c) deformation of the mounted
point, (d) Lagrange multiplier without checkerboard patterns,(e) with checkerboard patterns.

is depicted in Figure 7(b)-(c). The adaptively resolved discrete Lagrange multiplier in the contact zone is shown in
Figure 7(d). It does not have oscillations or checkerboard patterns due to 2h ≤ H. In this case, the discrete Lagrange
multiplier can be interpreted as a contact force which is of particular interest in this simulation to control the grinding
process. In Figure 7(e), the Lagrange multiplier withh = H is depicted. We observe undesired checkerboard patterns
which indicate that the discrete Lagrange multiplier is notunique.

7. Conclusion

In this paper, a mixed method of higher-order for two-body contact problems is proposed. It relies on a saddle
point formulation where a Lagrange multiplier, defined on the surface of one of the bodies, captures the geometrical
contact condition. The main results are given by the convergence of the scheme and a uniform discrete inf-sup
condition which is an essential assumption to prove the stability and convergence of the mixed method. It is shown
that the discrete inf-sup condition is uniformly fulfilled if the quotients of the mesh sizes and the polynomial degrees
are sufficiently small. It can be observed in numerical experiments that the variation of these quotients may avoid
instability effects. Another aspect of this paper is the provision of convergence rates with respect to a higher-order
discretization. The essential ingredient is to enforce thesign condition in Gauss points enabling to use higher-order
interpolation and to exploit the weak convergence of the discrete Lagrange multiplier.
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