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Abstract Various methods for the recursive evaluation of scattering amplitudes in
quantumfield theory and string theory have been put forward during the last couple of
years. In these proceedings we describe a geometrical framework, which is believed
to be capable of treating many of these recursions in a unified way. Our recursive
framework is based on manipulating iterated integrals on Riemann surfaces with
boundaries. A geometric parameter appears as variable of a differential equation
of KZ or KZB type. The parameter interpolates between two associated regular-
ized boundary values, which contain iterated integrals closely related to scattering
amplitudes defined on two different geometries.

1 Introduction

The calculation of scattering amplitudes in perturbative quantum field theories relies
on the evaluation of Feynman integrals associated to Feynman graphs, which in turn
are a combinatorial representation of Feynmans path integral formalism. A typical
Feynman integral associated to an ℓ-loop process reads

(𝜇2)𝜈− ℓ𝐷
2

∫ ℓ∏
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where 𝑘𝑖 are the loop momenta, 𝑞 𝑗 and 𝑚 𝑗 label the momenta and masses along the
𝑛 (internal and external) propagators. The quantity 𝐷 is the (spacetime) dimension
and the integral shall usually be evaluated in four dimensions.
From the Feynman formalism, a multitude of different types of integrals can

arise [1–3]. A first step towards treating the integrals in a uniform way is to introduce
Feynman parameters 𝑥𝑖 , which amounts to a clever substitution of the momentum
integrations in the Feynman integral (1). Leaving out a constant prefactor, one obtains
an integral of the following type:∫

𝑥 𝑗 ≥0
𝛿
(
1 −

𝑛∑︁
𝑗=1

𝑥 𝑗

) ( 𝑛∏
𝑗=1

𝑑𝑥 𝑗

)
I(𝑥1, . . . , 𝑥𝑛, 𝐷) . (2)

Integration is constrained to a simplex by the condition 𝑥 𝑗 ≥ 0 and the 𝛿 distribu-
tion. Every simplex, however, can be parametrized iteratively. Consequently, each
Feynman integral can be rewritten as a linear combination of iterated integrals.
The type of iterated integral, on the other hand, is determined by the differential

formI, which shall to be integrated over. This differential form can have singularities
in the Feynman parameters. The singularity structure can be explored by writing the
integrand as

I(𝑥1, . . . , 𝑥𝑛) =
N
D (3)

where the integrand becomes singular, whenever the denominator polynomialD has
a zero1. The zero locus of this polynomial defines an algebraic curve, which can
be taken as starting point for the definition of suitable differentials incorporating
the symmetries of the Feynman diagram. From those differentials, one can then
build iterated integrals. Once the differential forms and associated iterated integrals
are known, it is usually possible to write down a differential equation for a set of
master integrals. The resulting (matrix) equation should hopefully be translatable
into typical differential equations for a set of master integrals as used heavily in
modern Feynman as well as string-theoretic calculations [4–9].
While this mathematical account sounds very straightforward, it is peppered

with practical difficulties: identification of suitable differential forms - that is, a
cohomology - for a given algebraic curve is for example possible only for the
simplest Feynman graphs.
Therefore, in these proceedings, we will take the two simplest algebraic curves,

Riemann surfaces with boundary of genus zero and genus one, as examples. The cor-
responding differential forms generate iterated integrals, which are polylogarithms
(genus zero) or elliptic analogues thereof (genus one). Whereas actual Feynman in-
tegrals might imply more complicated differential forms, almost all final results turn
out to be expressible in terms of these simple iterated integrals and special values
thereof: multiple zeta values (MZVs) and elliptic multiple zeta values (eMZVs).
The only structural ingredient we need to add is an extra parameter, with re-

spect to which a differential equation governing the recursion is established. For

1 The polynomials N and D are very closely related to the Symanzik polyonomials.
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Feynman integrals, this would be an additional Feynman parameter, while for string
configuration-space integrals the parameter describes an additional vertex insertion
point.
So the recursive algorithms discussed in these proceedings are to be seen as pro-

totypes for more complicated recursions. They are simple and thus mathematically
very clean: they turn out to precisely describe recursions for amplitudes in open
string theory at tree level (genus zero) and one-loop level (genus one).
While Feynman integrals have to be regularized case-by-case (which is usually

donewith dimensional regularization), for the classes of iterated integrals considered
in these proceedings a standard way of regularization is available. Thus, one will not
have to find a suitable regularization for each Feynman integral separately, but can
rather rely on a general regularization scheme for all integrals occurring.
Pursuing this line of thoughts further, result for a scattering amplitude evaluated

in the Feynman formalism is usually provided as loop expansion in the parameter ℓ
and as expansion in the parameter 𝜖 of dimensional regularization. On the other hand,
string scattering amplitudes defined as iterated integrals on Riemann surfaces are
result in a genus expansion (parameter 𝑔) and an expansion in 𝛼′, the inverse string
tension. This suggestive correspondence might be substantiated by understanding
„stringyness” once again as a simple regulating mechanism, which after all is a very
old idea.
The whole subject is comparably involved algebraically, that is, there is a price to

pay for the formalization. As a reward, the formalism is applicable to many different
situations and is expected to lead to recursion relations for various types of iterated
integrals and thus scattering amplitudes during the next couple of years.

2 Genus zero

2.1 Iterated integrals and multiple zeta values

Let us review themost straightforward implementation of polylogarithms on a genus-
zero Riemann surface. Consider the one-form2

𝜔𝑎 =
𝑑𝑥

𝑥 − 𝑎
, 𝑥, 𝑎 ∈ R (4)

and define iterated integrals [10]

𝐺 (𝑎1, ...., 𝑎𝑟 ; 𝑥) =
∫ 𝑥

0

𝑑𝑡

𝑡 − 𝑎1
𝐺 (𝑎2, . . . , 𝑎𝑟 ; 𝑡) =

∫ 𝑧

0
𝜔𝑎𝑟 · · ·𝜔𝑎1 , 𝐺 (; 𝑧) = 1 ,

(5)

2 For simplicity, we consider real integration paths here exclusively. More general quantities 𝑎, for
example complex functions of complex parameters, will lead to the hyperlogarithms discussed in
Erik Panzer’s talk.
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where 𝑎1 ≠ 𝑧 and 𝑎𝑟 ≠ 0. Given the iterated structure above, the integrals are subject
to shuffle relations:

𝐺 (𝑎1, 𝑎2, . . . , 𝑎 𝑗 ; 𝑥)𝐺 (𝑏1, 𝑏2, . . . , 𝑏𝑘 ; 𝑥)
= 𝐺

(
(𝑎1, 𝑎2, . . . , 𝑎 𝑗 ) (𝑏1, 𝑏2, . . . , 𝑏𝑘 ); 𝑥

)
(6)

and the differential forms in eq. (4) imply that different integrands in eq. (5) are
related by partial fraction:

1
𝑥𝑖 − 𝑥𝑘

1
𝑥 𝑗 − 𝑥𝑘

=
1

𝑥𝑖 − 𝑥 𝑗

1
𝑥 𝑗 − 𝑥𝑘

+ 1
𝑥 𝑗 − 𝑥𝑖

1
𝑥𝑖 − 𝑥𝑘

. (7)

If the case 𝑎𝑟 = 0 was allowed, the integrals 𝐺 (𝑎1, . . . , 𝑎𝑟 ; 𝑥) would not be well-
defined, since they would diverge due to the simple pole at the lower integration
boundary. This can be regularized by the convention

𝐺 (0, ..., 0︸ ︷︷ ︸
𝑛

; 𝑥) = log
𝑛 𝑥

𝑛!
, (8)

such that integrals 𝐺 (𝑎1, . . . , 𝑎𝑟 ; 𝑥) associated to arbitrary labels 𝑎1, . . . , 𝑎𝑟 ≠ 𝑥,
including 𝑎𝑟 = 0, can be defined as follows: the shuffle identity (6) is used to formally
write and define the (a priori ill-defined) integral 𝐺 (𝑎1, . . . , 𝑎𝑟 ; 𝑥) as an expansion
in the well-defined integrals eq. (5) and powers of logarithms 𝐺 (0, . . . , 0; 𝑥). This
regularization scheme is called shuffle regularization and is compatible with (e.g. it
preserves) the shuffle product. The integrals 𝐺 (𝑎1, . . . , 𝑎𝑟 ; 𝑧) are called multiple
polylogarithms (MPLs).
For the purpose of exploring open-string amplitudes at tree level, it is sufficient

to confine ourselves to labels 𝑎𝑖 ∈ {0, 1}. Choosing 𝑥 = 1 leads to representation of
multiple zeta values (MZVs) in terms of iterated integrals:

𝜁 (𝑛1, . . . , 𝑛𝑟 ) = (−1)𝑟𝐺 (0 . . . 01︸  ︷︷  ︸
𝑛𝑟

. . . 0 . . . 01︸  ︷︷  ︸
𝑛1

; 1)

= (−1)𝑟
∫ 1

0
𝜔1𝜔

𝑛1−1
0 𝜔1𝜔

𝑛2−1
0 . . . 𝜔𝑟𝜔

𝑛𝑟−1
0

=
∑︁

1≤𝑘1< · · ·<𝑘𝑟

1
𝑘
𝑛1
1 . . . 𝑘

𝑛𝑟
𝑟

, (9)

for 𝑛𝑟 > 1. As before, this definition can be extended to arbitrary labels 𝑛1, . . . , 𝑛𝑟 ≥
1 and integrals𝐺 (𝑎1, . . . , 𝑎𝑟 ; 1) with 𝑎1 = 1, respectively, by a shuffle regularization
with the conventions

𝜁 (1) = −𝐺 (1, 1) = 0 as well as 𝐺 (0; 1) = log 1 = 0 . (10)

Multiple zeta values inherit shuffle relations from the polylogarithms; in addition
there are the stuffle relations (best palpable in the sum representation in the last line
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of (9)). After considering all relations, a basis of MZVs at each conjectured tran-
scendentality can be chosen, the mathematically most beautiful being the Hoffman
basis [11].

2.2 Selberg integrals and open-string configuration-space integrals

Selberg integrals serve as generating series for the iterated integrals introduced in the
previous subsection. At the same time they contain the configuration-space integrals
appearing in open-string tree-level amplitudes. The full scattering amplitude in
open superstring theories at tree level can be calculated as correlation function of
vertex operators inserted on the boundary of a genus-zero Riemann surface. Upon
evaluation, those correlators separate into a polarization part (which can be calculated
straightforwardly) and the so-called configuration-space integrals [12–14]. The best
known example is the four-point Veneziano amplitude [15], which reads∫ 1

0
𝑑𝑥3 𝑥

𝑠13
3 (1 − 𝑥3)𝑠23

𝑠13
𝑥3

=
Γ(1 + 𝑠13)Γ(1 + 𝑠23)
Γ(1 + 𝑠13 + 𝑠23)

. (11)

The complex parameters

𝑠𝑖1...𝑖𝑟 = 𝛼′(𝑘𝑖1 + . . . + 𝑘𝑖𝑟 )2 (12)

are Mandelstam variables built from the momenta of the external particles. In these
proceedings, these variables shall be assumed to be chosen such that all integrals
considered are convergent [16, 17]. In contrast to the usual Mandelstam variables, a
parameter 𝛼′ is supplemented here, which serves as counting parameter and will be
identified with the inverse string tension only later on.
The 𝑁-point configuration-space integrals in genus-zero open-string amplitudes

are examples of Selberg integrals [18], which can be constructed as follows: consider
the (𝐿+1)-punctured Riemann sphere with fixed points

(𝑥1, 𝑥2, 𝑥𝐿+1) = (0, 1,∞) . (13)

Writing

𝑥𝑖 𝑗 = 𝑥𝑖, 𝑗 = 𝑥𝑖 − 𝑥 𝑗 , (14)

the corresponding Selberg integrals are iteratively defined by

S[𝑖𝑘+1, . . . , 𝑖𝐿] (𝑥1, . . . , 𝑥𝑘 ) =
∫ 𝑥𝑘

0

𝑑𝑥𝑘+1
𝑥𝑘+1,𝑖𝑘+1

S[𝑖𝑘+2, . . . , 𝑖𝐿] (𝑥1, . . . , 𝑥𝑘+1) , (15)

and the empty Selberg integral (or Selberg seed) is defined as3

3We use the notation
∏

𝑥𝑎≤𝑥𝑖<𝑥 𝑗≤𝑥𝑏
=
∏

𝑖, 𝑗∈{1,2,...,𝐿}: 𝑥𝑎≤𝑥𝑖<𝑥 𝑗≤𝑥𝑏
.
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S[] (𝑥1, . . . , 𝑥𝐿) =
∏

0≤𝑥𝑖<𝑥 𝑗 ≤1
|𝑥𝑖 𝑗 |𝑠𝑖 𝑗 . (16)

Definition (15) presumes that the so-called admissibility condition

1 ≤ 𝑖𝑝 < 𝑝 ∀𝑝 ∈ {𝑘 + 1, . . . , 𝐿} (17)

is met. The integral in eq. (15) is referred to as of type (𝑘, 𝐿+1). It is, for fixed 𝑠𝑖 𝑗 ,
defined onM0,𝑘+1. Accordingly, these integrals form a basis of the twisted de Rham
cohomology of the configuration space of (𝐿+1)-punctured Riemann spheres with
𝑘 +1 fixed punctures with respect to the pull-back of the connection 𝑑 + 𝑑 log S [19].
Integrals with at least one label 𝑖𝑝 = 1may be reduced to this basis using integration
by parts and partial fractioning.

2.3 Recursion for open-string amplitudes at genus zero

Aomoto [19] and Terasoma [20] showed that Selberg integrals of type (2, 𝐿) can be
obtained algebraically from those of type (2, 𝐿−1): one starts from a basis vector
S(𝑥3) for Selberg integrals of type (3, 𝐿+1), which contain an auxiliary point 𝑥3
in contrast to the integrals of type (2, 𝐿) and (2, 𝐿−1), respectively. Taking the
derivative with respect to 𝑥3 leads to an equation of Knizhnik–Zamolodchikov (KZ)
type [21]

𝑑

𝑑𝑥3
S(𝑥3) =

( 𝑒0
𝑥3

+ 𝑒1
𝑥3 − 1

)
S(𝑥3) , (18)

where the (braid) matrices 𝑒0 and 𝑒1 have entries which are homogeneous polyno-
mials of degree one in the parameters 𝑠𝑖 𝑗 . The regularized boundary values

C0 = lim
𝑥3→0

𝑥−𝑒0 S(𝑥3) , C1 = lim
𝑥3→1

(1 − 𝑥3)−𝑒1 S(𝑥3) . (19)

of the differential equation (18) are Selberg integrals of type (2, 𝐿 − 1) and (2, 𝐿),
respectively. They can be shown to be related by the Drinfeld associator [22, 23]

C1 = 𝚽(𝑒0, 𝑒1) C0, (20)

which is the generating series of multiple zeta values [24],

𝚽(𝑒0, 𝑒1) =
∑︁
𝑤≥0

∑︁
𝑘1 ,...,𝑘𝑤 ≥1

𝑒
𝑘𝑤−1
0 𝑒1 . . . 𝑒

𝑘2−1
0 𝑒1𝑒

𝑘1−1
0 𝑒1𝜁 (𝑘1, 𝑘2, . . . , 𝑘𝑤 )

= 1 − 𝜁 (2) [𝑒0, 𝑒1] − 𝜁 (3) ( [𝑒0, [𝑒0, 𝑒1]] − [[𝑒0, 𝑒1], 𝑒1]) + . . . . (21)

Whatmakes this construction useful for physicists is the fact that the (𝑁−1)-point and
the𝑁-point configuration-space integrals at genus zero can be identified (upon proper
assignment of the Mandelstam variables) as linear combinations of the components
of C0 and C1 respectively, where 𝑁=𝐿. This relationship has been used to derive a
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recursive construction for all configuration-space integrals on genus zero: it provides
an analogue of the Parke–Taylor formula [25] for string theory [26,27]. The precise
relation of the above formalism to open-string configuration-space integrals at genus
zero has been discussed thoroughly in ref. [28].

3 Genus one

3.1 Iterated integrals at genus one and elliptic multiple zeta values

While there is a large collection of literature [29–31] on how to define homotopy-
invariant integrals on an elliptic curve (or torus), we are going to focus here on what
is one of the simplest approaches and simultaneously the best fit for a canonical gen-
eralization of the iterated integrals on a genus-zero surface introduced in eq. (5). We
will parametrize the elliptic curve by the modular parameter 𝜏 (or its exponentiated
version 𝑞 = exp(2𝜋𝑖𝜏)) and name the red and blue boundaries of the fundamental
domain 𝐴- and 𝐵-cycle respectively. An (infinite) set of differential forms on the

0

τ τ + 1

1

Im(z)

Re(z)

Fig. 1 The torus and its fundamental domain. The ratio of the lengths 𝜔𝐵 and 𝜔𝐴 of the 𝐵- and
𝐴-cycle respectively yields the modular parameter: 𝜏 = 𝜔𝐵/𝜔𝐴.

elliptic curve can be defined starting from the Kronecker series

𝐹 (𝑧, 𝜂, 𝜏) =
𝜃 ′1 (0, 𝜏)𝜃1 (𝑧 + 𝜂, 𝜏)
𝜃1 (𝑧, 𝜏) 𝜃1 (𝜂, 𝜏)

, (22)

where 𝜃1 is the odd Jacobi function and the tick denotes a derivativewith respect to the
first argument. The Kronecker series is symmetric in 𝑧 and 𝜂, but only quasiperiodic
in the variable 𝑧:

𝐹 (𝑧 + 1, 𝜂, 𝜏) = 𝐹 (𝑧, 𝜂, 𝜏), 𝐹 (𝑧 + 𝜏, 𝜂, 𝜏) = 𝑒−2𝜋𝑖𝜂𝐹 (𝑧, 𝜂, 𝜏) . (23)

In addition, Fay’s trisecant equation [32] implies the Fay identity

𝐹 (𝑧1, 𝜂1, 𝜏)𝐹 (𝑧2, 𝜂2, 𝜏)
= 𝐹 (𝑧1, 𝜂1 + 𝜂2, 𝜏)𝐹 (𝑧2 − 𝑧1, 𝜂2, 𝜏) + 𝐹 (𝑧2, 𝜂1 + 𝜂2, 𝜏)𝐹 (𝑧1 − 𝑧2, 𝜂1, 𝜏) . (24)
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Expanding the Kronecker form in the second argument, one obtains an infinite set
of differential forms

𝜂𝐹 (𝑧, 𝜂, 𝜏)𝑑𝑧 =
∞∑︁
𝑛=0

𝑔 (𝑛) (𝑧, 𝜏) 𝜂𝑛𝑑𝑧, (25)

satisfying
𝑔 (𝑛) (−𝑧, 𝜏)𝑑𝑧 = (−1)𝑛𝑔 (𝑛) (𝑧, 𝜏)𝑑𝑧. (26)

They are only quasi-periodic

𝑔 (𝑛) (𝑧 + 1, 𝜏) = 𝑔 (𝑛) (𝑧, 𝜏) (27a)

𝑔 (1) (𝑧 + 𝜏, 𝜏) = 𝑔 (1) (𝑧, 𝜏) − 2𝜋𝑖 (27b)

𝑔 (2) (𝑧 + 𝜏, 𝜏) = 𝑔 (2) (𝑧, 𝜏) − 2𝜋𝑖𝑔 (1) (𝑧, 𝜏) − 1
2 (2𝜋𝑖)

2 (27c)
...

and satisfy the (expanded) form of Fay relations:

𝑔 (𝑛1) (𝑡 − 𝑧, 𝜏)𝑔 (𝑛2) (𝑡, 𝜏) = −(−1)𝑛1𝑔 (𝑛1+𝑛2) (𝑧, 𝜏)

+
𝑛2∑︁
𝑗=0

(
𝑛1 − 1 + 𝑗

𝑗

)
𝑔 (𝑛2− 𝑗) (𝑧, 𝜏)𝑔 (𝑛1+ 𝑗) (𝑡 − 𝑧, 𝜏)

+
𝑛1∑︁
𝑗=0

(
𝑛2 − 1 + 𝑗

𝑗

)
(−1)𝑛1+ 𝑗𝑔 (𝑛1− 𝑗) (𝑧, 𝜏)𝑔 (𝑛2+ 𝑗) (𝑡, 𝜏).

(28)

Taking the differential forms 𝑔 (𝑛) (𝑧, 𝜏) as starting point, one defines the following
iterated integrals:

Γ̃
( 𝑛1 , 𝑛2 , ..., 𝑛𝑟
𝑎1 , 𝑎2 , ..., 𝑎𝑟 ; 𝑧, 𝜏

)
=

∫ 𝑧

0
𝑑𝑧′ 𝑔 (𝑛1) (𝑧′ − 𝑎1, 𝜏) Γ̃

( 𝑛2 , ..., 𝑛𝑟
𝑎2 , ..., 𝑎𝑟 ; 𝑧, 𝜏

)
, (29)

for (𝑛1, 𝑎1) ≠ (1, 𝑧) and (𝑛𝑟 , 𝑎𝑟 ) ≠ (1, 0), which naturally obey shuffle relations

Γ̃(𝐴1, 𝐴2, . . . , 𝐴 𝑗 ; 𝑧, 𝜏) Γ̃(𝐵1, 𝐵2, . . . , 𝐵𝑘 ; 𝑧, 𝜏)
= Γ̃

(
(𝐴1, 𝐴2, . . . , 𝐴 𝑗 ) (𝐵1, 𝐵2, . . . , 𝐵𝑘 ); 𝑧, 𝜏

)
(30)

in terms of the combined letters 𝐴𝑖 =
𝑛𝑖
𝑎𝑖 .

The function 𝑔 (1) has a simple pole at zero: it thus qualifies as genus-one gen-
eralization of 1

𝑧
at genus zero. The integral over 𝑔 (1) will be of particular interest

below: it is the (𝐴-cycle) generalization of the natural logarithm. Similar to the pre-
scription in eq. (8), the integral Γ̃

( 1
0 ; 𝑧, 𝜏

)
is a priori not well-defined and requires

regularization because it exhibits an endpoint divergence at the lower integration
boundary. Throughout the article, we are going to employ tangential basepoint reg-
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ularization [33,34]. In short, this amounts to subtracting the endpoint divergence by
defining4

Γ̃( 10 ; 𝑧, 𝜏) = lim
𝜖→0

∫ 𝑧

𝜖

𝑑𝑧 𝑔 (1) (𝑧, 𝜏) + log(1 − 𝑒2𝜋𝑖𝜖 )

= log(1 − 𝑒2𝜋𝑖𝑧) − 𝜋𝑖𝑧 + 4𝜋
∑︁
𝑘,𝑙>0

1
2𝜋𝑘

(1 − cos(2𝜋𝑘𝑧)) 𝑞𝑘𝑙 . (31)

In particular, when placing the branch cut of the logarithm such that log(−1) = 𝜋𝑖,
one finds the following asymptotic behavior for 𝑧 → 0

Γ̃( 10 ; 𝑧, 𝜏) ∼ log(−2𝜋𝑖𝑧) (32)

and 𝑧 → 1
Γ̃( 10 ; 𝑧, 𝜏) ∼ log(−2𝜋𝑖(1 − 𝑧)) . (33)

The remaining integrals Γ̃
( 𝑛1 , 𝑛2 , ..., 𝑛𝑟
𝑎1 , 𝑎2 , ..., 𝑎𝑟 ; 𝑧, 𝜏

)
with (𝑛𝑟 , 𝑎𝑟 ) = (1, 0) are then defined

by shuffle regularization, similar to the genus-zero integrals from eq. (5): they are
defined by the well-defined iterated integrals from eq. (29), the shuffle identity (30)
and the regularized integral Γ̃( 10 ; 𝑧, 𝜏). This regularization procedure is compatible
with the shuffle product, i.e. an algebra homomorphism. For the remainder of those
proceedings, the 𝜏-dependence will be mostly kept implicit for all integration ker-
nels 𝑔 (𝑛) and all iterated elliptic integrals Γ̃. The latter are called elliptic multiple
polylogarithms (eMPLs).

3.2 Elliptic multiple zeta values

In the sameway, asmultiple zeta values can be represented as values of a special class
of MPLs at one, so-called 𝐴-cycle elliptic multiple zeta values (eMZVs) [35–37] are
defined as values of regularized eMPLs at one:

𝜔(𝑛1, 𝑛2, . . . , 𝑛𝑟 ) = Γ̃
( 𝑛𝑟 , ..., 𝑛1
0, ..., 0 ; 1

)
, 𝑛1 ≠ 1. (34)

In order to extend the definition (34) to the cases 𝑛1 = 1, eMZVs need to be
further regularized in a shuffle-compatible way. While a thorough discussion of the
regularization procedure starting from the regulated integral in eq. (31) can be found
in ref. [40], regularization of 𝐴-cycle eMZVs practically amounts to defining

𝜔(1) = 0 (35)

and using shuffle relations (inherited from eq. (30))

𝜔(𝑛1, 𝑛2, . . . , 𝑛𝑟 )𝜔(𝑘1, 𝑘2, . . . , 𝑘𝑠) = 𝜔
(
(𝑛1, 𝑛2, . . . , 𝑛𝑟 ) (𝑘1, 𝑘2, . . . , 𝑘𝑠)

)
, (36)

4 The limit 𝜖 → 0 is assumed to be taken within the unit interval.
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to identify and isolate all those contributions. Furthermore, eq. (26) implies

𝜔(𝑛1, 𝑛2, . . . , 𝑛𝑟−1, 𝑛𝑟 ) = (−1)𝑛1+𝑛2+...+𝑛𝑟𝜔(𝑛𝑟 , 𝑛𝑟−1, . . . , 𝑛2, 𝑛1) . (37)

The two types of relations above by far do not exhaust all relations between elliptic
multiple zeta values; in particular does the Fay identity eq. (28) imply many more
relations. A thorough discussion can be found in ref. [38] and a list of relations on
the associated website [39].

3.3 Generalized Selberg integrals at genus one

In order to investigate a genus-one analogue of the genus-zero recursive construction
in section 2, we need a suitable analogue of genus-zero Selberg integrals (15): let
𝐿 ≥ 2, 0 = 𝑧1 < 𝑧𝐿 < ... < 𝑧2 < 1 and 𝜏 the modular parameter of the torus
C/(Z + 𝜏Z). Let the empty genus-one Selberg integral (or genus-one Selberg seed)
be

S𝜏 = S𝜏
[ ]

(𝑧1, . . . , 𝑧𝐿) =
∏

0=𝑧1≤𝑧𝑖<𝑧 𝑗 ≤𝑧2
exp

(
𝑠𝑖 𝑗 Γ̃ 𝑗𝑖

)
, (38)

where Γ̃ 𝑗𝑖 = Γ̃( 10 ; 𝑧 𝑗 − 𝑧𝑖 , 𝜏). Genus-one Selberg integrals of weight 𝑤 =
∑𝐿

𝑖=𝑘+1 𝑛𝑖
and type (𝑘, 𝐿) are then defined recursively by

S𝜏
[
𝑛𝑘+1 , ..., 𝑛𝐿
𝑖𝑘+1 , ..., 𝑖𝐿

]
(𝑧1, . . . , 𝑧𝑘 )

=

∫ 𝑧𝑘

0
𝑑𝑧𝑘+1 𝑔

(𝑛𝑘+1)
𝑘+1,𝑖𝑘+1 S

𝜏
[
𝑛𝑘+2 , ..., 𝑛𝐿
𝑖𝑘+2 , ..., 𝑖𝐿

]
(𝑧1, . . . , 𝑧𝑘+1) . (39)

where we use the shorthand notation

𝑔
(𝑛)
𝑖 𝑗

= 𝑔
(𝑛)
𝑖, 𝑗

= 𝑔 (𝑛) (𝑧𝑖 − 𝑧 𝑗 , 𝜏) . (40)

Moreover, the so-called admissibility condition 1 ≤ 𝑖𝑝 < 𝑝 is required for all
𝑝 ∈ {𝑘 + 1, . . . , 𝐿}, which is the genus-one analogue of eq. (17).
To build a recursion following the structure of the genus-zero recursion reviewed

in subsection 2.3, we need to find a suitable class of genus-one Selberg integrals:
to achieve this, we fix the symmetries of the torus by 𝑧1 = 0, supplement one
unintegrated auxiliary point 𝑧2, such that 𝑘 = 2 punctures are fixed and integrate
over the remaining 𝐿 − 2 punctures, but keep the number 𝐿 of insertion points
variable. The resulting class of genus-one Selberg integrals reads

S𝜏
[
𝑛3 , ..., 𝑛𝐿
𝑖3 , ..., 𝑖𝐿

]
(𝑧1 = 0, 𝑧2) =

∫
0=𝑧1<𝑧𝐿<𝑧𝐿−1< · · ·<𝑧2

𝐿∏
𝑖=3

𝑑𝑧𝑖 S𝜏
𝐿∏
𝑘=3

𝑔
(𝑛𝑘 )
𝑘,𝑖𝑘

. (41)
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Again, we would like to identify a basis in the above class of integrals with
respect to integration by parts and partial fractioning. While there was only one
type of differential form in the genus-zero situation (which one could have assigned
weight one), we have an infinite number here: all combinations of 𝑛3, ..., 𝑛𝐿 can
appear and for each of those combinations (almost) all admissible values can occur.
This combinatorial problem can be solved [40] and we collect all basis elements in
a vector S𝜏

w (𝑧2) of definite weight 𝑤 and combine all those vectors into an infinitely
large vector:

S𝜏 (𝑧2) =
©«
S𝜏
0 (𝑧2)

S𝜏
1 (𝑧2)

S𝜏
2 (𝑧2)
...

ª®®®®¬
. (42)

The resulting vector S𝜏 (𝑧2) is the analogue if the genus-zero Selberg vector S(𝑥3),
which satisfies the KZ eq. (18).

3.4 Selberg recursion at genus one

In this subsection, it will be argued that the derivative of the vector S𝜏 (𝑧2) defined
in eq. (42) with respect to the auxiliary point 𝑧2 can be written in the form

𝜕

𝜕𝑧2
S𝜏 (𝑧2) =

∑︁
𝑛≥0

𝑔
(𝑛)
21 𝑥

(𝑛) S𝜏 (𝑧2) , (43)

where the non-vanishing entries of the matrices 𝑥 (𝑛) turn out to be homogeneous
polynomials of degree one in the parameters 𝑠𝑖 𝑗 . The resulting system is of elliptic
KZB-type, whose solution will be described below.
Proving the above statement is elaborate and is spelt out in detail in ref. [40]. The

proof is constructive and relies on formal explicit evaluation of the derivative for
each entry of the vector S𝜏 (𝑧2). Performing the derivative on the Selberg seed will
bring down various terms of the form

𝜕

𝜕𝑧𝑖
S𝜏 =

∑︁
𝑘≠𝑖

𝑠𝑖𝑘 𝑔
(1)
𝑖𝑘
S𝜏 , (44)

whereas all other derivatives can be rewritten using integration by parts as to act on
the Selberg seed exclusively. Thus one is left with Selberg integrals of definite length
containing products of functions 𝑔 (𝑛)

𝑖 𝑗
. Organizing these products in so-called chains

(e.g. 𝑔 (𝑛1)
𝑖 𝑗

𝑔
(𝑛2)
𝑗𝑘

𝑔
(𝑛3)
𝑘𝑙
) allows to translate the application of Fay identities into graphical

operations. Employing the (graphical analogue of) Fay identities algorithmically, one
can show that in each of those integrands a factor 𝑔 (𝑛)

21 can be isolated. Pulling this
factor out of the integral (as neither the point 𝑧1 or 𝑧2 are integrated over) renders
the remaining integral a basis integral, that is, a component of the original vector
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S𝜏 (𝑧2). Accordingly, the Mandelstam variables arising from eq. (44) can then be
collected in the matrices 𝑥 (𝑛) , yielding the closed system in eq. (43) [40].
What remains, is to solve eq. (43). In the same way as this has been done for

the KZ-system in subsection 2.3, one can solve the system by considering regu-
larized boundary values, which are related by the elliptic KZB associator [41, 42].
Regularized boundary values for the KZB system in eq. (43) are defined as

C𝜏
1 = lim

𝑧2→1
(−2𝜋𝑖(1−𝑧2))−𝑥

(1)
S𝜏 (𝑧2) and C𝜏

0 = lim
𝑧2→0

(−2𝜋𝑖𝑧2)−𝑥
(1)

S𝜏 (𝑧2) . (45)

These two boundary values are related (see e.g. [40]) by the elliptic KZB associator
Φ(𝑥 (0) , 𝑥 (1) , 𝑥 (2) , ...) via

C𝜏
1 = Φ(𝑥 (0) , 𝑥 (1) , 𝑥 (2) , ...) C𝜏

0 , (46)

whereas the KZB associator is – in analogy to the KZ associator in eq. (21) – a
generating series for 𝐴-cycle eMZVs:

Φ𝜏 = 1 + 𝑥 (0) − 2𝜁 (2)𝑥 (2)

+ 1
2
𝑥 (0)𝑥 (0) − (𝑥 (0)𝑥 (1) − 𝑥 (1)𝑥 (0) )𝜔(0, 1; 𝜏) − 𝜁 (2) (𝑥 (0)𝑥 (2) + 𝑥 (2)𝑥 (0) )

+
(
𝑥 (1)𝑥 (2) − 𝑥 (2)𝑥 (1)

) (
𝜔(0, 3; 𝜏) − 2𝜁 (2)𝜔(0, 1; 𝜏)

)
+ 5𝜁 (4)𝑥 (2)𝑥 (2) + · · ·

(47)

Equation (46) is the main tool in the recursive construction at genus one. What
remains to be done before it can be applied, is the investigation of the boundary
values C𝜏

0 and C𝜏
1 pictured in figure 2. Careful evaluation of the boundary values

z1

z2
z2

z3

z4

z5

zL
z1

z2

z2
z3z4z5zL

Fig. 2 Limits of the auxiliary point 𝑧2 correspond to approaching the point 𝑧1 = 0 ≡ 1 – the origin
of the fundamental domain – along the real line from the left and from the right. While the limit
𝑧2 → 1 describes a smooth merging of 𝑧2 with the point 1, in the limit 𝑧2 → 0 the other points 𝑧𝑖
are squeezed in the vanishing interval close to zero.
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is beyond the scope of these proceedings, but is performed in detail in [40]. The
analysis relies on evaluating the matrix exponential in eq. (45), and thus requires
consideration of eigenspaces and eigenvalues of the braid matrix 𝑥 (1) . Furthermore,
when calculating results for Selberg integrals using eq. (46), one has to limit the
size of the system: the infinitely long vector S𝜏 (𝑧2) has to be cut to finite length,
i.e. one needs to consider entries up to a certain weight 𝑤max only. The maximal
weight, in turn depends on the order in 𝛼′ the expansion of the Selberg integral shall
be calculated. Dependencies and the process of cutting the system to finite size is
again carefully examined in ref. [40], but will be used in the example in subsection
3.5 below.
Similarly to the previous genus-zero section, the regularized boundary value

C𝜏
1 can be shown to contain (𝐿−1)-point configuration-space integrals at genus
one [37, 43–45] whereas C𝜏

0 contains (𝐿+1)-point configuration-space integrals
at genus zero. Accordingly, the 𝑁-point configuration-space integrals appearing in
open-string amplitudes at genus one can be calculated from the (𝑁+2)-point integrals
at genus zero via eq. (46), with 𝑁=𝐿−1. This is going to be exemplified in the next
subsection.

3.5 Recursive evaluation of two-point open-string integrals at genus one

The successful concept for the calculation of genus-zero string-integrals from Sel-
berg integrals, will be extended to genus one here. One-loop open-string amplitudes
are calculated on a genus-one Riemann surface with boundary. Setting up the string
correlation function, the problem can be divided in a polarization part and configura-
tion-space integrals. Omitting the (rather straightforward) polarization part, we will
furthermore limit our attention to those configuration-space integrals where points
are inserted on one boundary only.
Instead of developing the full theory here, let us present the easiest nontrivial

example: the two-point case, which we would like to calculate to second order in 𝛼′.
The two-loop correction yields non-trivial results only, if the Mandelstam variables
𝑠𝑖 𝑗 are treated as independent parameters of the integrals, which do not satisfy any
constraints like momentum conservation.
The two-point configuration-space integral reads [45]

𝑆
1-loop
2-point (𝑠13) =

∫ 1

0
𝑑𝑧3 exp

(
𝑠13 Γ̃31

)
=
∑︁
𝑛≥0

𝑠𝑛13 𝜔(1, . . . , 1︸   ︷︷   ︸
𝑛

, 0) , (48)

where the Mandelstam variable 𝑠13 is associated to the loop momentum. Requiring
two vertex insertion, the appropriate genus-one Selberg integral with an extra inser-
tion point 𝑧2 has length 𝐿 = 3 and the insertion points on the cylinder boundary are
ordered as

0 = 𝑧1 < 𝑧3 < 𝑧2 < 1 ≡ 𝑧1 mod Z . (49)
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In the limit 𝑧2 → 1, the punctures 𝑧2 and 𝑧1 merge, leaving us with two punctures for
the one-loop string corrections. Accordingly, we are advised to consider the integrals

S𝜏
[
𝑛3
𝑖3

]
(0, 𝑧2) =

∫ 𝑧2

0
𝑑𝑧3 S𝜏 𝑔 (𝑛3)

3𝑖3 , 1 ≤ 𝑖3 < 3 ,

S𝜏 = exp
(
𝑠13 Γ̃31 +𝑠12 Γ̃21 +𝑠23 Γ̃23

)
. (50)

In the same way as the components of the vector S𝜏 (𝑧2) are ordered by weight,
so are the vectors C𝜏

1 and C𝜏
0 . While the two-point one-loop correction is contained

in the weight-zero entry, the tree-level correction can be found in the weight-one
component. Sorting out the details, the goal of calculating up to second order in 𝛼′

implies maximal weight two in the KZB system.
At this point, we would like to refer the reader to ref. [40] for (actually a lot of)

careful derivation and write down the explicit two-point realization of eq. (46) right
away: ©«

𝑆
1-loop
2-point (𝑠13)

∗
∗
∗

ª®®®¬ + O
(
(𝛼′)3

)
= Φ𝜏

3 (𝑥
(𝑛)
≤2 )

©«
0

1
𝑠13

Γ(1+𝑠13)Γ(1+𝑠23)
Γ(1+𝑠13+𝑠23)
0
0

ª®®®¬ , (51)

where 𝑠13 = 𝑠13 + 𝑠23 and only a finite part of the associator (cf. eq. (47)) has to be
determined. As indicated by the subscript of the associator in eq. (51), to calculate
the one-loop configuration-space integral up to the second order in 𝛼′, products of
at most three (cut) matrices 𝑥 (𝑛) have to be included, which are given by:

𝑥
(0)
≤2 =

©«
0 𝑠13 0 0
0 0 −𝑠23 −𝑠23
0 0 0 0
0 0 0 0

ª®®®¬ , 𝑥
(1)
≤2 =

©«
𝑠12 0 0 0
0 𝑠123 0 0
0 0 𝑠12 + 𝑠23 −𝑠23
0 0 −𝑠13 𝑠12 + 𝑠13

ª®®®¬ (52)

and

𝑥
(2)
≤2 =

©«
0 0 0 0

−𝑠23 0 0 0
0 𝑠13 0 0
0 𝑠13 0 0

ª®®®¬ . (53)

Putting everything together, the relevant subpart of the matrix eq. (51) reads

𝑆
1-loop
2-point (𝑠13) + O

(
(𝛼′)3

)
= Φ𝜏

3

(
𝑥
(𝑛)
≤2

)
0,1

1
𝑠13

Γ(1 + 𝑠13)Γ(1 + 𝑠23)
Γ(1 + 𝑠13 + 𝑠23)

= 1 + (𝑠13 + 𝑠23)𝜔(1, 0) + (𝑠13 + 𝑠23)2𝜔(1, 1, 0) + O
(
(𝛼′)3

)
, (54)
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where the subindex on the associatorΦ specifies the appropriate matrix component.
Nicely enough, this reproduces indeed the two-point one-loop string correction
𝑆
1-loop
2-point (𝑠13) given in eq. (48) with the effective Mandelstam variable 𝑠13 = 𝑠13 + 𝑠23
up to second order in 𝛼′.

3.6 Geometric interpretation

What is the geometric meaning of the two limits 𝑧2 → 0 and 𝑧2 → 1 in the genus-one
case? The latter limit has an easy explanation: the merging of the point 𝑧2 with the
point 0 ≡ 1 happens in exactly the right way as to yield a finite result from two
competing processes: the regularization of the boundary value and the behavior of
the function Γ̃ for 𝑧2 close to one. The resulting geometry is just the same as one has
been starting with: just a point less. More involved is the other limit: when 𝑧2 tends

Fig. 3 Step by step morphing of the Riemann sphere to the torus by joining infinitesimal circles at
north- and south pole. The reverse process is modeled by the limit 𝜏 → 𝑖∞.

to zero, all other insertion points 𝑧3 to 𝑧𝐿 are squeezed in the (infinitesimal) interval
(0, 𝑧2). Effectively, this limit amounts to shortening the elliptic 𝐴-cycle: this implies
that the modular parameter 𝜏, which is the ratio of the lengths of 𝐵- and 𝐴-cycle
becomes very large (cf. fig. 1). Simultaneously, as can be justified by an integral
transformation [40], from the perspective of the Riemann sphere the red line (which
used to be the 𝐴-cycle before) becomes infinitely long, resulting in half a great circle
(the positive real axis) on the Riemann sphere (see figure 3).
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4 General framework and outlook

4.1 What does it need for a general recursion?

The two recursive algorithms reviewed above have several structural commonalities,
however, are rather different when considering limits of the respective associated
differential equations.
In both formalisms, an algebraic variety is taken as starting point and an integrable

connection is associated. This connection is built from differential formswith at most
simple poles, thus leading to logarithmic singularities after iterated integration. The
differential forms incorporate the periodicities/cycles of the algebraic variety in ques-
tion. Symmetries of the variety, for example the choice of origin, are implemented
by fixing a couple of positions in the Selberg integral, which simultaneously singles
out a canonical path for the integration using homotopy invariance.
In a next step, a differential equation with respect to an auxiliary point shall be

established. For simplicity, let us assume the iterated integration to happen in the
interval [0, 1], which is divided by several insertion points. (This is the case for both
recursions discussed above.) In both scenarios, the auxiliary point is placed between
the largest insertion point and one.
Once the auxiliary point, which is a parameter not to be integrated over, has been

supplemented in a set of integrals, one can now identify a basis set of integrals and
determine the derivative. It is not yet clear, what a necessary or sufficient condition
for closure of this system of differential equations is: in the two scenarios above we
have just been lucky (or standard enough).
To this end, one shall consider the boundary values. In an intricate interplay

between regularization of the integrals, the regularization of the boundary values
one can relate iterated integrals without auxiliary point featuring different numbers
of insertion points and thus integrations.
While all of the above considerations have been fairly general, the geometric

interpretation finally depends on the particular surface in question, on particular
on its cycles. The geometric picture incorporated by taking the two limits of the
differential equation in the genus-one case are discussed in subsection 3.6 above.
While there are several further examples, where a similar approach has been

successful, let us here mention the recent calculation of the maximal cut of multiloop
banana amplitudes in refs. [46, 47]. The ingredients are very similar: there is a
(slightly more complicated) algebraic variety: a Calabi-Yaumanifold, a Picard-Fuchs
type differential equation (this time without auxiliary point), a basis set of integrals
determined from the cohomology of the Calabi-Yau manifold. As turns out, the
ideal of this Picard-Fuchs is a Gelfand–Kapranov–Zelevinsky(GKZ)-system, which
delivers the desired result.

A final remark is in place here: Feynman integrals are associated to graphs
with edges, while string amplitudes are expressed as correlation functions on two-
dimensional worldsheets. Considering the results, however, there is always a way
to replace the Feynman expression with a set of iterated integrals naturally defined
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on a Riemann surface. Even more: when taking (dimensional) regularization into
account, the result of calculating a particular scattering process using the Feynman
formalism will be a double expansion: the topological expansion in the number of
loops ℓ and the expansion in the parameter 𝜖 of dimensional regularization. On the
contrary, evaluating a string correlator in order to model string scattering, the result
will be again a double-expansion: the topological expansion parametrized by the
string coupling 𝑔𝑆 and the expansion in the inverse string tension 𝛼′. It remains to
be explored throughout the next years, whether those two double expansions can
be related. Clearly, individual Feynman diagrams lead to divergent integrals, whose
divergences cancel in the final, physical result only. This not being the case for string
amplitudes points into the direction of a singular transformation. However, the idea
of interpreting/identifying „stringyness” simply as a regulating mechanism, which
comes across very naturally, is rather appealing.
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