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1. Introduction: The decomposition of SpecFeyn(H)

In this paper we analyse periods appearing in the renormalization of divergent
Feynman graphs Γ. Throughout, for any graph Γ, we let Γ[1] be the set of internal
edges of Γ, and Γ[0] be the set of vertices of Γ.

For each vertex v ∈ Γ[0], we assign a four-momentum q(v); to each edge e ∈ Γ[1],
we assign a mass me.

Our study holds for quantum field theories quite generally, but we specialise in
the following to the case of a scalar field theory with four-valent vertices in four
dimensions of space-time, for concreteness.

Amplitudes in quantum field theory can be written as a function of a chosen
energy variable L = ln(S/S0). Here, S sets the scale of the process under consider-
ation. We take S to be a suitable linear combination of scalar products q(v) · q(w)
of external momenta and squared masses m2

e such that 0 < S ∈ R. Dimensionless
scattering angles Θ like q(v) · q(w)/S and m2

e/S are defined with respect to the
choice of S. Throughout, we will assume that S is chosen such that it only vanishes
when all external momenta vanish. In these variables, amplitudes can be calculated
as a perturbation expansion in terms of Feynman graphs Γ as

∑
Γ Φ

R(Γ). Here, the
renormalzed Feynman rules ΦR are expressed in terms of such angle and scale vari-
ables, and the graphs Γ form a Hopf algebra H . For any choice of angle and scale
variables, ΦR is in the group Spec(H)C, and the restriction of this group to maps
which originate from evaluation of graphs by Feynman rules defines a sub-group
G = SpecFeyn(H) ⊂ Spec(H)C.

Such a chosen decomposition of the variables reflects itself then in a chosen
decomposition of the group G into two subgroups G1−s and Gfin. Elements Φ ∈
G1−s are of the form

(1) Φ(Γ) =

cor(Γ)∑

j=1

pjL
j,

where the coefficients pj are periods in the sense of algebraic geometry and are
independent of the angles {Θ}. The integer cor(Γ) is defined below, it basically
counts how often divergent sub-graphs are nested in a graph.

We allow for renormalization conditions which are defined by kinematic con-
straints on Green-functions: we demand that such Green functions, regarded as
functions of S and {Θ}, vanish (up to a specified order) at a reference point (in
S, {Θ}-space) given by S0, {Θ0}. We implement these constraints graph by graph.
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Hence renormalized Green functions as well as renormalized Feynman rules be-
come functions of S, S0,Θ,Θ0. Here, Θ,Θ0 stand for the whole set of angles in the
Feynman rules.

Elements Φfin ∈ Gfin are of the form

(2) Φfin(Γ) = cΓ0 (Θ),

with cΓ0 (Θ) an L-independent function of the angles.
We hence obtain the decomposition of G as a map ΦR → (Φfin,Φ

R
1−s), which

proceeds then by a twisted conjugation:

(3) G ∋ ΦR(S, S0,Θ,Θ0) = Φ−1
fin (Θ0) ⋆Φ

R
1−s(S, S0) ⋆Φfin(Θ),

with Φfin(Θ0),Φfin(Θ) ∈ Gfin and ΦR
1−s(S, S0) ∈ G1−s. The group law ⋆ and

inversion −1 are defined through the Hopf algebra underlying G.
In particular, an overall divergent Feynman graph with divergent sub-graphs will

evaluate to

(4) ΦR(Γ) =

cor(Γ)∑

j=0

cΓj (Θ,Θ0)L
j ,

while for an overall convergent graph

(5) ΦR(Γ) =

cor(Γ)−1∑

j=0

cΓj (Θ,Θ0)L
j ,

and the product structure manifests itself in particular in the facts that in Eq.(??),
cΓcor(Γ) is in fact an angle-independent coefficient, while Eq.(??) is non-leading in its

L expansion, (it stops at cΓcor(Γ) − 1) with angle dependent coefficients throughout.

We proceed by first reviewing forests in Feynman graphs, which are the appro-
priate tool to label divergent sectors. They are most efficiently organized using the
Hopf algebra structure of rooted trees. Renormalized Feynman rules for a given
Feynman graph Γ evaluate the graph using a sum over all forests in the graph,
evaluating divergent sub-graphs to renormalized values in each forest using suit-
able renormalization conditions. In a final step the remaining overall divergence is
subtracted using renormalization conditions on the whole graph.

Each forest corresponds to a sector in the initial Feynman integral which has a
localized singularity along the corresponding sub-graphs. Signs in the sum over all
forests are arranged such that in the total expression, the Feynman integral allows
for integration in all sectors. The underlying combinatorics corresponds then to a
Hopf algebra.

We next introduce Feynman rules in parametric space. We put emphasis on
giving them as integrands for projective spaces. We discuss in detail subtractions for
quadratic sub-divergences in accordance with BPHZ renormalization conditions for
the propagator (the 1PI self-energy is supposed to vanish to first order at q2 = m2,
with m2 being the physical mass).

The resulting unrenormalized amplitudes, after suitable partial integrations,
have strictly logarithmic singularities, overall as well as in proper sub-graphs.

Inclusion-exclusion is then the mechanism which eliminates these logarithmic
singularities by suitable subtractions along any singular sector, making use of the
combinatorial properties of the underlying Hopf algebra structure.
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Logarithmic singularities are angle-independent. The same combinatorial inclu-
sion-exclusion properties alluded to above allow us then to compensate singularities
by using a different evaluation of graphs in which angle dependences have been elim-
inated, by choosing enough masses me and momenta q(v) to be zero. In particular,
we choose an element Φ̄ ∈ G1−s which maps a Feynman graph to the desired
L-polynomial

(6) Φ̄(Γ) =

cor(Γ)∑

j=1

pjL
j.

We define graphs Γ̄ such that

(7) Φ̄(Γ) = Φ(Γ̄).

Such graphs (dubbed 1-scale graphs) form a Hopf algebra H1−s again. It separates
the periods completely from the angle-dependence of Feynman amplitudes on the
level of graphs.

We are then ready to decompose

(8) ΦR(Γ) =

cor(Γ)∑

j=0

cj(Θ)Lj,

as announced above. This corresponds to defining a matrix Mij(Γ), where i, j run
over all forests of a graph Γ. While this matrix defined below plays no prominent
role in the conceptual developments discussed here, it will figure prominently in the
transition of our approach to concrete algorithms.

For the Hopf algebra of 1-scale graphs, we give renormalization proofs and a
derivation of the renormalization group from scratch, using mere combinatorial
properties of graph polynomials and Hopf algebras and not allowing ourselves any
further analytic input.

The renormalized amplitudes of single-scale graphs are given by explicit integrals
involving graph polynomials, and are motivic, i.e., periods of mixed Hodge struc-
tures of certain diagrams of hyper-surfaces. In particular, this leads to a rigorous
definition of the weight of renormalized amplitudes, and opens the possibility of a
qualitative study of renormalized amplitudes from the point of view of algebraic
geometry.

Summarizing, we provide an approach which delivers a renormalized Feynman
graph as a well-defined sum of projective integrals in parametric space in a form
suitable to an algorithmic determination of its periodic content, on combining our
results with the studies started in [?, ?].

2. Forests

It is useful to collect some notation first.

2.1. Definitions. For a 1PI superficially divergent graph Γ, we define a forest f to

be a collection of 1PI proper superficially divergent sub-graphs Γi ⊂ Γ, i ∈ IfΓ for

some index set IfΓ , such that either they are disjoint: Γi ∩ Γj = ∅, or contained in
each other: Γi ⊂ Γj or Γj ⊂ Γi. In particular, a forest f is a product of 1PI graphs:
f =

∏
i γi. By Γ/f we denote the graph obtained by contracting the graphs γi to

points in Γ.
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For a 1PI superficially divergent graph Γ, we define a maximal forest to be a

forest and furthermore, we demand that pfΓ := Γ/[∪i∈IfΓ
Γi] has no divergent sub-

graph. We hence call the index set IfΓ maximal for Γ.

For f ∋ Γi ⊂ Γ, each index set IfΓ defines an index set Ifi of all forests strictly

contained in Γi, i.e. such that Γj ⊂ Γi ∀j ∈ I
f
i .

We call a forest complete, if IfΓ is maximal for Γ and Ifi maximal for each proper
1PI superficially divergent sub-graph Γi of Γ.

Each finite graph Γ has a finite number |C(Γ)| of complete forests. Here, the set
of all such complete forests is denoted by C(Γ). Examples are below.

Such complete forests are in one-to-one correspondence with decorated rooted
trees where the set of decorations pv (at vertices v) is given by 1PI superficially
divergent graphs free of sub-divergences,

(9) pv := Γi/ ∪j∈Ifi
Γj .

From now on, we write in obvious abuse of notation T ∈ C(Γ) for such a deco-
rated rooted tree.

Note that the power set PE(T ) of edges E(T ) of such a tree T gives all possible
cuts c at the tree T : any c ∈ PE(T ) defines, for a connected tree T , a union of
connected components T − c obtained by removing the edges c, with Rc(T ) the
unique component containing the root of T , and P c(T ) the union of the remaining
components. We have ∪T∈C(Γ)2

E(T ) as the set of all cuts available altogether, and
denote by (c, T ) an element of this set.
P c(T ) corresponds to a forest of Γ, with each of its connected components cor-

responding to a graph γi in f =
∏
i γi

1.
After having determined the set C(Γ), all (non-empty) forests of Γ are in bijection

with (non-empty) sets fc of some cuts (c, T ). We describe them as follows.
If we let |T | be the number of vertices of a tree T , a tree T allows for 2|T |

cuts including the empty one. For a graph Γ, this gives us
∑
T∈C(Γ) 2

|T | cuts c.

By construction, a forest f =
∏
i γi of a graph Γ assigns to a graph the product

(Γ/f)
∏
i γi. We have |C(Γ/f)|

∏
i |C(γi)| cuts ci corresponding to the same forest,

and let fc be the set of cuts (c, T ) which correspond to the same forest f .
We often notate a cut (c, T ) using T with marked edges, and notate the union

fc then as a sum of such trees. We have
∑

T∈C(Γ) 2
|T | =

∑
f |fc| by construction2.

We can hence label the forests of a graph Γ by subsets of edges on some of the
trees T ∈ C(Γ):

(10)
∑

f

=
∑

T∈C(Γ)

∑

c∈fc

=
∑

T∈C(Γ)

∑

c∈PE(T )

.

Furthermore, we identify the empty forest (of Γ) with Γ and write
∑∅

f when we
include it in the sum. If we allow forests also to contain Γ itself, we double the sum
of forests and write

∑
[f ] for the corresponding sum.

1c→ P c(T ) furnishes a surjective map F from ∪T∈C(Γ)2
E(T ) to the forests f of Γ. The set of

pre-images fc = F−1(f) gives a partition of ∪T∈C(Γ)2
E(T ) which is a bijection with the forests

of Γ.
2The cardinality |fc| of fc gives the number of sectors in f and Γ/f .
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Example 1. Consider the graph

(11) Γ =

1

2

3
4

5

6

.

It has subgraphs

γ34 = 3
4

, γl =

1

2

3
4

,

and

γr = 3
4

5

6

.

We have γ34 ⊂ γl and γ34 ⊂ γr. Its forests are

f0 = ∅, |f∅c| = 2,(12)

f1 = γ34, |f1c| = 2,(13)

f2 = γl, |f2c| = 1,(14)

f3 = γr, |f3c| = 1,(15)

f4 = γ34, γl, |f4c| = 1,(16)

f5 = γ34, γr, |f5c| = 1.(17)

The forest f1 is neither maximal nor complete. The forests f2 and f3 are both
maximal, but incomplete. The forests f4, f5 are both complete. Hence, C(Γ) =
{f4, f5} is a two-element set.

If we add the graph Γ itself to the forests, we double the set, for each fi, we now
have fi and fi ∪ Γ.

The decorated trees T4, T5 are complete forests. They are given as:

(18)

5, 6

1, 2

3, 4

= T4 ↔

1

2

3
4

5

6

3

,
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and

(19)

1, 2

5, 6

3, 4

= T5 ↔

1

2

3
4

5

6

3

.

We can find the decorations by shrinking all graphs in the subforests of a given
forest: we assign to the two maximal complete forests two rooted trees, the root
corresponding to the vertex at the outermost box 3.

2.2. Hopf structures. We summarize the relevant Hopf algebra structures [?] as
follows.

2.2.1. For trees. For the free commutative algebra of decorated rooted trees HDec

(typically, decorations are provided by either the graphs pv or their set of edge
labels) we have a co-product ∆T defined by

(20) ∆T ◦B
p
+(·) = Bp+(·)⊗ 1 + (id⊗Bp+)∆T ,

and an antipode given by

(21) S(T ) = −T −
∑

c∈PE(T )

(−1)|c|P c(T )Rc(T ),

where Rc(T ) contains the root with decoration p and P c(T ) are the other trees in
T − c. Bp+ are Hochschild 1-cocycles, see [?] for details.

We let shad : HDec → H∅ be the map which forgets decorations.

2.2.2. For graphs. For graphs we have a Hopf algebra of graphsHΓ with co-product

(22) ∆G(Γ) = Γ⊗ 1 + 1⊗ Γ +
∑

γ⊂Γ

γ ⊗ Γ/γ,

where γ is a disjoint union γ = ∪iγi of 1PI graphs which are superficially divergent.
The antipode is given by

(23) S(Γ) = −Γ−
∑

f

(−1)|f |γf ⊗ Γ/γf .

3Also, we can describe those trees as T4 := (((3, 4), 1, 2), 5, 6) and T5 := (((3, 4), 5, 6), 1, 2),
where we indicate the tree structure by bracket configurations and decorations by the edge
labels of the corresponding primitive graphs. If we notate forests in trees by square brackets

[. . .] corresponding to cuts, then the correspondences are as follows: f0 ↔ (((3, 4), 1, 2), 5, 6) +
(((3, 4), 5, 6), 1, 2), f1 ↔ (([3, 4], 1, 2), 5, 6) + (([3, 4], 5, 6), 1, 2), f2 ↔ ([(3, 4), 1, 2], 5, 6), f3 ↔
([(3, 4), 5, 6], 1, 2), f4 ↔ ([[3, 4], 1, 2], 5, 6), f5 ↔ ([[3, 4], 5, 6], 1, 2). The forests corresponding to
fi ∪ Γ are then notated by replacing the outermost (. . .) pair of brackets by [. . .]
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We have a Hopf algebra homomorphism ρ : HΓ → HDec given by ρ(Γ) =
∑

T∈C(Γ) T

and with

(24) [ρ⊗ ρ]∆G = ∆Tρ.

For any Hopf algebra H ∈ (HDec, HΓ) , we let P be the projection into the aug-
mentation ideal. We set σ := S ⋆ P ≡ mH(S ⊗ P )∆, which vanishes on scalars

QI. For the Hopf algebra of graphs, one has σ(Γ) =
∑∅

f (−1)
|f |f(Γ/f). We need a

well-known lemma:

Lemma 2. Let idAug be the identity map Aug → Aug in the augmentation ideal.
We have

(25) idAug =

∞∑

j=1

σ⋆j =:

∞∑

j=1

σj .

Note that the sums terminate when applied to any element of finite degree in
the Hopf algebra. Hopf algebras H allow for a co-radical filtration

(26) QI = H(0) ⊂ H(1) · · · ⊂ H(n) ⊂ · · · ⊂ H.

The maps σj vanish on elements in the Hopf algebra which are in H(k), k < j,

and the coradical filtration is defined by the kernels of σj : elements in H(k) vanish
when acted upon by σj , ∀j > k.

Now any map σj above corresponds to a finite sum over forests σ̄j . As the empty
forest corresponds to the identity map of a graph Γ, we can write for forests

(27) ∅ =
∞∑

j=1

σ̄j .

The following gives an example for the maps σ̄j , acting on the graph Γ of Example
??.

Example 3.

σ̄1 :
1

2

3
4

5

6

−
1

2

3
4

5

6

−
1

2

3
4

5

6

−
1

2

3
4

5

6

+
1

2

3
4

5

6

+
1

2

3
4

5

6

,(28)

σ̄2 :
1

2

3
4

5

6

+
1

2

3
4

5

6

+
1

2

3
4

5

6

−2
1

2

3
4

5

6

− 2
1

2

3
4

5

6

,(29)

σ̄3 :
1

2

3
4

5

6

+
1

2

3
4

5

6

.(30)

Note the multiplicity two generated in two terms in σ̄2 = σ̄1⋆σ̄1 in line (??), coming
from the fact that the subgraphs γ2, γ3 and the cograph Γ/γ1 are acted upon by σ̄1
with the same results.
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2.3. (Co-)ideals. For any decorated rooted trees T1, T2 we say that T1 is equivalent
to T2, T1 ∼ T2, if the trees agree as undecorated trees, shad(T1) = shad(T2), and
at each vertex v, the decorations are by primitive graphs p1(v), p2(v) which differ
only by the the choice of external momenta q(v) at vertices of pi and masses me at
internal edges of pi. We say that two graphs are equivalent, Γ1 ∼ Γ2, if C(Γ1) and
C(Γ2) are two sets of trees which are pairwise equivalent, and similar if the Γi are
sums of graphs. In particular, if Γ =

∑
i γi say, C(Γ) = ∪iC(Γi).

2.4. Notation for forests. Finally, we denote a graph with forests generated by
a particular T ∈ C(Γ) as follows. For a graph with edges labelled 1, . . . ,m say, for
each T ∈ C(Γ) we can label the vertices v ∈ T by those edges of Γ which correspond
to pv. Note that this loses the information how and by which edges a decoration
pv was connected to pw, where w is the vertex above (closer to the root than) the
vertex v. This ambiguity will soon give us the freedom to define the desired 1-scale
structures.

3. Derivation of renormalized Feynman rules in parametric space

We turn to the derivation of Feynman rules. In our Hopf algebra HΓ, we have
graphs Γ with labelled edges e ∈ Γ[1]. To a graph Γ, we will assign forms ΦΓ which
depend on the edge labels Ae, the squared masses m2

e, and the momenta q(v),
v ∈ Γ[0]. Physicists may wish to consider these external momenta q(v) as external
edges, with a splitting as in say q(v) = q1 + q2 corresponding to two external edges
at v, if so desired (for example to achieve homogeneity in the valence of vertices).

We assume that for a product of graphs Γ1Γ2, labels are not repeated. The
forms ΦΓ have the structure ΦΓ = fΓ({Ae})ΩΓ, with fΓ({Ae}) a function of all
the edge variables and ΩΓ a standard form, see below. With unrepeated labels,
ΦΓ1Γ2 = fΓ1fΓ2ΩΓ1∪Γ2 .

Renormalized Feynman rules make use of the Hopf algebra HΓ to construct a
linear combination of forms ΦRΓ such that it can be integrated against positive real

projective P|Γ[1]|−1-space. We write ΦR(Γ) ∈ G = SpecFeyn(H) for the resulting
integral.

3.1. Schwinger parametrization and the exponential integral. We first de-
fine the two graph polynomials ψ, ϕ. Both are configuration polynomials [?]. We
define them here though using spanning trees and spanning forests. We have (for
a connected graph Γ)

(31) ψΓ :=
∑

T

∏

e6∈T

Ae,

for spanning trees T and edges e of Γ. Furthermore, we let q(v) be the external
momentum entering a vertex v ∈ Γ (it can be zero), and for a subset of vertices
X ⊂ Γ, we let Q(X) =

∑
v∈X q(v). Then,

(32) ϕΓ :=
∑

T1∪T2

Q(T1) ·Q(T2)
∏

e6∈T1∪T2

Ae,

where T1∪T2 is a spanning two-forest. Note: Q(T1) = −Q(T2), Q(T1)
2 = Q(T2)

2 =
−Q(T1) · Q(T2). Note that if Γ has only two distinct vertices v1, v2 say at which
external momenta q,−q enter (we call such a graph a two-point graph) we can
write ϕΓ = −q2ψΓ• , where Γ• is the graph obtained from Γ by identifying the two
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vertices v1, v2. We extend these definitions to products of graphs as follows. For
γ =

∏
i γi,

(33) ψγ =
∏

i

ψγi , ϕγ =
∑

i


ϕγi

∏

j 6=i

ψγj


 .

For 1-scale graphs γ, ϕγ becomes the circular join introduced below, see Eq.(??).
Define Qvw := q(v) · q(w), let S :=

∑
v,w∈Γ(0) cvwQvw a real (cvw ∈ R) linear

combination of scalar products Qvw which vanishes only when all external momenta
q(v) vanish. We say that S is in general kinematic position. Let Θvw := Qvw/S
and Θe := m2

e/S.

(34) ϕΓ(Θ) :=
ϕΓ

S
, φΓ(S,Θ) := SφΓ(Θ), φΓ(Θ) := ϕΓ(Θ) + ψΓ

(∑

e

AeΘe

)
.

We usually write φΓ ≡ φΓ(S,Θ) in the decomposed form (and in slight abuse of
notation) as φΓ = SφΓ(Θ). Extension to products is defined as before.

For a two-point graph Γ, we define

(35) ϕΓ = −q2ψΓ• , φΓ(Θ) := −ψΓ• + ψΓ

(∑

e

Ae
m2
e

q2

)
.

For such a two-point graph γ, we also define

(36) ψ̄γ• :=

(
−ψΓ• + ψΓ

(∑

e

Ae
m2
e

m2

))
,

with m2 fixing the scale at which a two-point graph is subtracted.
We have for any γ ⊂ Γ, with γ = ∪iγi, ψγ =

∏
i ψγi ,

Proposition 4.

ψΓ = ψΓ/γψγ +RΓ
γ , |R

Γ
γ |γ = |ψ(γ)|γ + 1,(37)

φΓ(Θ) = φΓ/γ(Θ)ψγ + R̄Γ
γ (Θ), |R̄Γ

γ (Θ)|γ ≥ |ψ(γ)|γ + 1,(38)

and |φΓ| = |ψΓ| + 1, and |U |V is the degree of U in the edge variables of V , and
|U | = |U |U .

Note that φΓ/γ(Θ) can be zero, for example when masses are zero and Q(Ti) = 0
for all two-forests of Γ/γ.

Proof. From the definitions via spanning trees and two-forests. �

We now let ✷Γ be the hypercube R
|Γ(1)|
+ , and consider the integrand obtained

from a Schwinger parametrization of a Feynman graph Γ,

(39) ΦΓ(S,Θ) :=
dA1 · · · dA|Γ(1)|e

+
SφΓ(Θ)

ψΓ

ψ2
Γ

.
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This unrenormalized integrand cannot be integrated yet in the edge variables Ae
against ✷Γ. Its renormalized counterpart has the form (say for logarithmic diver-
gences, the general case is below and has the same structure)

ΦRΓ (S, S0,Θ,Θ0) =

∅∑

[f ]

(−1)|f |Φf (S0,Θ0)ΦΓ/f (S,Θ).(40)

=
∑

Φ−1
Γ′ (S0,Θ0)ΦΓ′′(S,Θ),(41)

where we used Sweedler’s notation ∆G(Γ) =
∑

Γ′ ⊗ Γ′′ in the second line. This is
the traditional forest formula4.

In the following, we will renormalize this integrand using kinetic renormalization
schemes. For that, we let 2sΓ ≡ 2sd(Γ) be the superficial degree of divergence of Γ
(in the example of a massive scalar field theory with quartic interactions):

(42) 2sΓ = 4|Γ| − 2|Γ[1]|.

Then, all vertex graphs Γ have sΓ = 0 together with |Γ[1]| = 2|Γ|, while for all
propagator graphs, sΓ = 1 with |Γ[1]| = 2|Γ| − 1.

Let us introduce new variables Ae → ae, Ae = tae, and dA1 · · · dA|Γ[1]| → dt∧ΩΓ,

with ΩΓ the usual (|Γ[1]|−1)-formA1dA2∧· · ·∧dA|Γ[1]|−A2dA1 · · ·±· · · , see Eq.(??).
We find

(43) ΦΓ :=
dt

t
∧

ΩΓe
t
SφΓ(Θ)

ψΓ

tsΓψ2
Γ

.

We want to study the overall t-integration as a function of the superficial degree of
divergence sΓ first. Concretely, we are interested to define and find the limit in the
t-integration

(44) lim
c→0

∫ ∞

c

ΦΓ,

where c ∈ R+. We use renormalization conditions on ΦΓ ≡ ΦΓ(S,Θ).
Kinetic renormalization conditions imply that we choose values S0,Θ0 for the

scale and for the angles, such that the renormalized amplitudes of a graph Γ,
together with their first sΓ derivatives in an expansion around that point, vanish.
For sΓ = 0, we can simply subtract at a chosen S0,Θ0:

(45) ΦΓ(S,Θ)→ ΦΓ(S,Θ)− ΦΓ(S0,Θ0)

which takes care of the overall divergence in the graph Γ.
For sΓ = 1, we are dealing with a quadratically divergent propagator function.
We will subtract at q2 = m2. Note that there are no angles Θvw for a two-point
function, the Θe remain though. Kinetic renormalization conditions are determined
by the requirement that the renormalized amplitude vanishes at q2 = m2, together
with its first derivative ∂q2 , so that the pole in the propagator has a on-shell unit

residue5.

4Note that we use ψ∅ = 1, φ∅(Θ) = 0.
5For a massless propagator, vanishing of ΦR

Γ at q2 = 0 and of ΦR
Γ /q

2 at q2 = µ2 are also

convenient renormalization conditions.
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For overall convergent Green functions, the limit c → 0 can be taken without
having to impose overall constraints, the introduction of constraints (which corre-
spond to over-subtractions) to impose some favoured kinematics would be possible
though in this set-up.

3.2. sΓ = 0. Let us start with the case sΓ = 0. The limit is

(46) lim
c→0

∫ ∞

c

[ΦΓ(S,Θ)− ΦΓ(S0,Θ0)] =
ΩΓ ln

SφΓ(Θ)
S0φΓ(Θ0)

ψ2
Γ

,

using that for small c > 0,

(47)

∫ ∞

c

e−tXdt

t
= − ln c+ lnX + γE +O(c).

Here, γE is the Euler–Mascheroni constant. Note that we can decompose the loga-
rithm as

ln
S
S0
φΓ(Θ)

φΓ(Θ0)
= ln(S/S0) + ln(φΓ(Θ)/φΓ(Θ0)),

(we assume S/S0 > 0). We assume also that the angles Θ,Θ0 are chosen such that
we are off Landau singularities. Approaching such singularities means studying the
corresponding variation of the logarithm above.

Let us now look at logarithmic sub-divergences. A typical term in the forest
formula provides an integrand of the form

(48)
e
+
SφΓ/f (Θ)

ψΓ/f

ψ2
Γ/f

e
+
S0φf (Θ0)

ψf

ψ2
f

−
e
+
S0φΓ/f (Θ0)

ψΓ/f

ψ2
Γ/f

e
+
S0φf (Θ0)

ψf

ψ2
f

.

Combining each of the two products of exponentials into a single exponential and
using the exponential integral as above delivers

(49) MΓ
f :=

ln
SφΓ/f (Θ)ψf+S0φf (Θ0)ψΓ/f

S0φΓ/f (Θ0)ψf+S0φf (Θ0)ψΓ/f

ψ2
Γ/fψ

2
f

ΩΓ.

Summing over all forests including the empty one delivers the renormalized inte-
grand as the homogeneous of degree zero form

(50) ΦRΓ :=

∅∑

f

(−1)|f |MΓ
f .

ΦRΓ is an integrand which can, this is just a rewriting of the forest formula, be

integrated against P|Γ[1]|−1(R+). An explicit proof from scratch is given below
though, after we decomposed Feynman rules suitably.

Remark 5. If we write ϕΓ = S
∑

v,w Θvwc
vw
Γ for some monomials

cvwΓ = cvwΓ (A1, . . . , A|Γ[1]|),

in edge variables Ae, then

(51) −∂Θv,w
φΓ/f (Θ)

ψΓ/f
=

1

ψΓ/f
cvwΓ/f (∂m2

1,...,∂m2

|Γ[1]|

).

As an extra power of ψΓ/f in the denominator is equivalent to a shift in the dimen-
sion, we can re-derive in this way the usual recursion and dimension shift relations
between master integrals.
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Next we treat other overall degrees of divergence still with logarithmic sub-
divergences, and will then treat the general case including quadratic sub-divergences.

3.3. sΓ = 1. Let us next look at the case sΓ = 1. We have ΦΓ = ΦΓ(q
2,m2)

and for sΓ = 1 we look at the Taylor expansion ΦΓ = ΦΓ(m
2,m2) + (q2 −

m2)∂q2ΦΓ(m
2,m2) +O((q2 −m2)2). Partially integrating Eq.(??), we find

(52)

∫ ∞

c

ΦΓ =

∫ ∞

c

dt

t
∧
ΩΓe

−t
SφSΓ
ψΓ

tψ2
Γ

=
1

c


ΩΓe

−c
SφSΓ
ψΓ

ψ2
Γ


− Sφ

S
Γ

ψΓ

∫ ∞

c

dt

t
∧
ΩΓe

−t
SφSΓ
ψΓ

ψ2
Γ

.

We set S = q2, so Θe = m2
e/q

2, and S0 = m2,Θe,0 = m2
e/m

2. If all masses are
equal, we simply have Θ0 = 1.

In Eq.(??) we have on the rhs a boundary term (the term ∼ 1/c in [· · · ] brackets)
and a logarithmically divergent integral ∼ ln c. Subtracting at q2 = m2 gives for
the boundary term a contribution:

(53) −

[
ΩΓ(q

2 −m2)ψΓ•

ψ3
Γ

]

where Γ• is the graph obtained from identifying the two external vertices of Γ. Note
that this boundary term contains no higher terms in (q2 −m2) in the limit c→ 0.
So in the limit this is an expression linear in (q2 − m2) which hence vanishes in
kinematic renormalization.

For the logarithmic divergent integral on the rhs of Eq.(??) we find

(54) −
SφSΓ
ψΓ

∫ ∞

c

dt

t
∧

ΩΓe
−t

SφSΓ
ψΓ

ψ2
Γ

+
S0φ

S0

Γ

ψΓ

∫ ∞

c

dt

t
∧

ΩΓe
−t

S0φ
S0
Γ

ψΓ

ψ2
Γ

.

Subtraction of the term linear in (q2 −m2) delivers a renormalized integrand free
of overall divergences which reads as :

(55) MΓ
∅ =

m2ψ̄Γ•

ψΓ

[
xΓ∅ ln(1 + xΓ∅ ) + ln(1 + xΓ∅ )− x

Γ
∅

]
ΩΓ

ψ2
Γ

,

where we write φΓ(q
2,m2)/φΓ(m

2,m2) as 1 + xΓ∅ , with

xΓ∅ =
(q2 −m2)ψΓ•

m2ψ̄Γ•

.

We remind the reader of Eq.(??) which gives ψ̄Γ• .

3.4. sΓ = −1. In that overall convergent case, with 1 + xΓ∅ := SφΓ(Θ)
S0φΓ(Θ0)

similarly,

we have

(56) MΓ
∅ =

(
S0φΓ(Θ0)

ψΓ

)−1
ΩΓ

ψ2
Γ(1 + xΓ∅ )

.

Similarly for the cases sΓ < −1. One finds for s = −k:

(57) MΓ
∅ =

(
S0φΓ(Θ0)

ψΓ

)−k
(k − 1)!(−1)k−1ΩΓ

ψ2
Γ(1 + xΓ∅ )

k
.
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3.5. Quadratic sub-divergences. We saw before that a partial integration im-
proved an overall quadratically divergent integrand to an overall logarithmic one,
plus a boundary term which captured the overall quadratic divergence. That bound-
ary term was eliminated by the BPHZ renormalization conditions for the mass term,
leaving us to treat a logarithmic divergent integrand.

We want similarly to use partial integrations to treat quadratic sub-divergences.
We will treat quadratic sub-divergences according to their partial ordering, which

is discussed in detail below, see §??. To start, assume γ ⊂ Γ is a quadratically
divergent sub-graph of Γ and γ is itself free of quadratic divergent sub-graphs.

We first consider the Feynman integral in momentum space. Label the edges of
γ by 1, · · · , 2|γ| − 1. We use a parametric representation for the internal propaga-
tors of γ and integrate out the internal loop momenta of γ. We let eγ , fγ denote
the two edges (connectors) which connect γ to the other vertices of Γ − γ, with
1/Peγ (q), 1/Pfγ (q) their propagators.

This gives a factor

(58) Fγ :=
e
−
φγ
ψγ dA1 · · · dA2|γ|−1

Peγ (q)Pfγ (q)ψ
2
γ

,

in the Feynman integrand.
Isolating a variable tγ = A1 via Ai = tγai, i = 2, · · · |γ[1]| allows us to study the

behaviour of the integrand with respect to the overall divergence of the quadratically
divergent sub-graph.

(59) Fγ :=
e
−tγ

φγ
ψγ da2 · · · da2|γ|−1

Peγ (q)Pfγ (q)ψ
2
γ

∧
dtγ
t2γ
.

In obvious abuse of notation, we still write φγ , ψγ after the change of variables.
Partially integrating

∫∞

cγ
Fγ in tγ delivers

∫ ∞

cγ

Fγ =

∫ ∞

cγ

e
−tγ

φγ
ψγ da2 · · · da2|γ|−1

Peγ (q)Pfγ (q)ψ
2
γ

∧
dtγ
t2γ

(60)

=

∫ ∞

cγ

−1

Peγ (q)Pfγ (q)

φγe
−tγ

φγ
ψγ da2 · · · da2|γ|−1

ψ3
γ

∧
dtγ
tγ︸ ︷︷ ︸

X

(61)

+
1

Peγ (q)Pfγ (q)


e

−cγ
φγ
ψγ da2 · · · da2|γ|−1

ψ2
γ

1

cγ




︸ ︷︷ ︸
Y

.(62)

We now impose BPHZ conditions for the sub-graph γ. We start with the boundary
term Y ≡ Y (q2,m2). We have

(63) Y (q2,m2) = Y (m2,m2)+

=(q2−m2)ψγ•︷ ︸︸ ︷
[φγ(q

2,m2)− φγ(m
2,m2)] da2 · · · da2|γ|−1

ψ3
γ

+O(cγ).
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In BPHZ conditions we subtract the term Y (m2,m2) and the term linear in (q2 −
m2). Hence, in the limit cγ → 0, the Y term leaves no contribution.

Let us now turn to the X ≡ X(q2,m2) term. We use φγ(m
2,m2) = m2ψγ• .

Then6, using (q2 −m2) = Pfγ (q) and φγ(q
2,m2) = (q2 −m2)ψγ• + φγ(m

2,m2),

(64)
1

Peγ (q)Pfγ (q)
X =

X1

Peγ
+

m2X2

PeγPfγ
,

with

(65) X1 :=
(q2 −m2)ψγ•e

−
φγ
ψγ dA1dA2 · · · dA2|γ|−1

ψ3
γ

and

(66) X2 :=
ψγ•e

−
φγ
ψγ dA1dA2 · · · dA2|γ|−1

ψ3
γ

.

Note that we returned from tγ , ai to A1, A2, . . . variables. Summarizing, BPHZ
conditions render a renormalized XR(q

2,m2) as

XR(q
2,m2) = Pfγ (q)[X1(q

2,m2)−X1(m
2,m2)]

+

[
X2(q

2,m2)−X2(m
2,m2)

(
1−

Pfγ (q)ψγ•

ψγ

)]
.(67)

The last term in the second line makes sure that we subtract from X2(q
2,m2) its

value at q2 = m2 and its first Taylor coefficient in the expansion in (q2 −m2).
We can now continue to parametrize the remaining propagators in Γ− γ treat-

ing quadratic subdivergences in the order as dictated by their partial ordering (see
below) and integrate out all loop momenta to find the final renormalized para-
metric representations below, now for the cases of quadratic and logarithmic sub-
divergences jointly. Summarizing, we will give them for overall degrees of divergence
sΓ ∈ {−1, 0, 1}, from overall convergence to quadratic divergence.

3.6. The final result. As before, we let sΓ = sd(Γ)/2. Define

(68) 1 + xΓf :=
S
S0
φΓ/f (Θ)ψf + φf (Θ0)ψΓ/f

φΓ/f (Θ0)ψf + φf (Θ0)ψΓ/f
,

and the following series (which could be easily generalized to lj(x), j ∈ Z):

l−1(x) =
1

(1 + x)
=

∞∑

k=0

(−1)kxk(69)

l0(x) = ln (1 + x) =

∞∑

k=1

(−1)k−1 x
k

k
(70)

l1(x) = (q2 −m2)l0(x) +

(
m2∂m2

1

x′

)
l0(x)

[1],(71)

6If we renormalize the subgraph γ at m2
γ 6= m2

fγ
, we set (q2 −m2

γ) = (q2 −m2
γf

) + ∆2
m, and

compensate by a redefinition of ψ̄γ• .
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where we need to explain the notation in Eq.(??) as follows. First, l1(x) is needed
only for two-point functions, in which case any variable x = x(q2,m2), and we
denote x′ = ∂q2x(q

2,m2). Then,

(72) m2∂m2

1

xΓf
′ = m2 ψ̄Γ/f•

ψΓ/f•
.

Second, for any function li(x), we denote by li(x)
[k] the function li(x)−

∑i
j=0 ci,jx

j ,
where ci,j is the j-th Taylor coefficient in the expansion of li around x = 0. Note

that l0(x) = l
[0]
0 (x) and l1(x) = l

[1]
1 (x) by construction.

Let nX2 be the number of (sub)-graphs γ ⊆ X with sd(γ) = 2. Define

(73) ωX :=
∏

γ⊆X,sd(γ)=2

ψγ•

ψγ
.

For an integer i ∈ Z, we let θ : Z → {0, 1} be the function θ(i) = 1, i > 0,
θ(i) = 0, i ≤ 0.

For all nΓ
2 quadratic sub-graphs of Γ, choose a set C2 of nΓ

2 − sΓθ(sΓ) distinct
edges in Γ such that for each γ at least one connector (the two edges in Γ−γ which
connect to γ) of γ is an element of C2. A subscript C2/I denotes suppression of
the edge variables in C2/I in the corresponding expression.

We define E
C2/I
j to be the j-th elementary symmetric polynomial in the |C2/I|

variables
m2
eψ̄γe•

ψγe
, e ∈ C2/I. E

C2/I
0 := 1. Then, with

M(xΓf ) :=(74)

∑

I⊆C2

(−1)|I|



ωΓ/fωfΩΓ

|C2/I|∑

j=0

(−1)j
(
φΓ/f(Θ0)

ψΓ/f•

)θ(|I|+j)θ(sΓ)
×

×




den(1+xΓ
f ), see Eq.(??)

︷ ︸︸ ︷
φΓ/f (Θ0)ψf + φf (Θ0)ψΓ/f

ψΓ/f




(sΓ−|I|−j)θ(−sΓ+|I|+j)

×

×E
C2/I
j

l
[sΓ]
sΓ−|I|−j(x

Γ
f )

ψ2
Γ/fψ

2
f︸ ︷︷ ︸

−2|Γ|




C2/I

∏

e∈I

m2
e

ψ̄γe•

ψγe•
,

we have

Theorem 6.

(75) ΦR
Γ =

∅∑

f

(−1)|f |
∫

Pn(R+)

M(xΓf ),

converges when integrated against projective Pn(R+) spaces of dimension n = |Γ[1]|−
|C2|+ |I| for each ΩΓC2/I

.
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Proof. The formula is a straightforward but tedious rewriting of the forest formula
in terms of projective integrals, using Eqs.(??,??,??), and factorizing out ωΓ/f , ωf
as this is convenient for the treatment of 1-scale graphs later on. Again, the direct
proof is a consequence of the corresponding result for 1-scale graphs given below,
and the factorization of Feynman rules to which we turn in the next section. �

Proposition 7. Tadpoles vanish in renormalization.

Proof. S
S0
φΓ/f (Θ) = φΓ/f (Θ0) if Γ/f is a tadpole, so xΓf = 0 and li(0) = 0, i =

0, 1. �

Remark 8. Vanishing tadpoles define an obvious ideal and co-ideal.

3.7. Auxiliary Feynman rules. To next introduce Feynman rules such that the
desired factorization

(76) ΦR
Γ = Φfin(Θ0)

−1 ⋆ΦR
1−s ⋆Φfin(Θ),

can be established, we have to enlarge the set of Feynman rules.
For that, we first introduce auxiliary Feynman graphs. Let p be some decoration

of T ∈ C(Γ) at a vertex below the root. Let Ep̄p be the set of edges which connect

p to the decoration p̄ above p. We can assume |Ep̄p | ≥ 2 since Γ is one-particle
irreducible.

Let V p̄p ⊆ p[0] be the set of vertices of p which are connected to edges e ∈ Ep̄p .

Let V ext
p ⊂ Γ[0] ∩ p[0] be external vertices of Γ (q(v) 6= 0) which are also vertices of

p. Set Vp := V p̄p ∪ V
ext
p . Set qp :=

∑
v∈V ext

p
q(v).

Both Ep̄p , Vp have cardinality two or greater.

For Vp, we can hence choose two distinct vertices vp, wp. For E
p̄
p , we can choose

a partition into two non-empty sets Ep̄p = Fp ∪Gp. Set q(vp) = qp and set q(v) = 0

for all other vertices in p[0].
Let now c ∈ PE(T ) be a cut of T ∈ C(Γ), so c is a collection of some edges

of T . To such a collection of edges corresponds a set of decorations D(c) at the
endpoint (away from the root) of these edges. Each element in D(c) plays the role
of a decoration p above.

The corresponding p̄ decorate the vertices above p for those edges c.
For each p ∈ D(c), choose vp, wp and partition Ep̄p = Fp ∪Gp.
Attach all edges in Fp to vp and all edges in Gp to wp. This defines, for each

T ∈ C(Γ) and each cut c of T , some new graph ΓTc , which clearly depends on
choices of vp, wp and on choices of partitions of Ep̄p . Call these choices the choice
of a 1-scale structure.

In particular, consider a complete forest, that is some T with all its edges chosen,
c = PE(T ). We chose a 1-scale structure for that complete forest f defining T . It
induces a compatible choice for any other forest in the same given tree T (choices
can be made independent between different trees in C(Γ) though).

Do this for any T ∈ C(Γ).
We now have a set of graphs Γf =

∑
c∈fc

ΓTc for each forest of Γ. By construction,

|Vp| = 2 for all p, p̄ ∈ ΓTc . Finally, we set me = 0 for all edges e 6∈ (Γf/f)
[1].

Lemma 9. i) For complete forests, we have the equivalence
∑

f complete

Γf ∼ Γ.
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ii) For any forest f ,

|C(Γf )| = 1.

Note that this implies that under such choices, no new singular sectors are gen-
erated. The graphs ΓTc are in particular free of overlapping divergences.

Proof. By assumption, all decorations p in any T ∈ C(Γ) are log-divergent. For
any choice, consider the pair p̄, p, with Vp ∈ p[0] as described. Define tp̄p to be a
minimal spanning tree of Vp on internal edges of p, so there is no other spanning
tree of Vp in p which contains fewer edges.

Let xp ∈ p̄[0] be the vertex into which p is inserted. For any p, p̄ decorations of T
with p̄ above p, and T ∈ C(Γ), there are q, q̄ in Tf = C(Γf ) such that the minimal
spanning tree tq̄q ⊆ t

p̄
p is a path from vp to wp

7. Any not necessarily proper subset
of cycles cyc ⊂ p̄ containing xp has sd(cyc) ≤ 0, as p̄ is primitive by construction.
As sd(cyc− xp ∪ tq̄q) < sd(cyc), i) follows.
ii) is obvious. �

Two examples might be helpful.

Example 10. The graph

(77) γ =

7

8
9

10

11

12

13

14

⊂

1

2

3

4

5

6

7

8
9

10

11

12

13

14

= Γ

say is connected through edges 4, 5, 6 to the graph

(78) Γ/γ =

1

2

3

4

5

6

.

Also, at the vertex of edges 9, 10, 13, an external momentum enters Γ. So here, the

set Vγ consists of four vertices, three vertices in V
Γ/γ
γ and a single vertex in V ext

γ .
The graphs γ,Γ/γ form a pair p, p̄. Let xp be the vertex 4, 5, 6 into which γ is
inserted into Γ/γ.

7In theories with derivative couplings, where vertices might have negative weight in power-
counting, one must (and can) demand that sd(tq̄q) > 0.
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The edges 11, 12, 13, 14 form a minimal spanning tree for the four vertices in V γ.
In

(79) Γγ =

1

2

3

4

5

6

7

8
9

10

11

12

13

14

the connectors 4,5,6 have changed their endpoints. The divergent subgraph

(80)

7

8
9

10

11

12

13

14

= γ2 ⊂ Γγ

is a 1-scale graph (in particular the external momentum at the vertex of edges
9, 10, 13 is sent to zero), and Γ/γ = Γγ/γ

2. Vγ2 consists of two vertices, with span-
ning tree the path t given by edges 12, 14. Any 1PI subgraph of Γ/γ is superficially
convergent (if it is a proper subgraph) or log divergent (if it is Γ/γ itself) as Γ/γ
is free of sub-divergences. In Γγ , such a sub-graph has the vertex xp replaced by
the path t. Its powercounting improves by the weight of the edges in t. So by con-
struction, for any given forest f , we have a graph Γf where the subgraphs indexed
by the forest are 1-scale graphs.

This ends the first example. Lets consider another one.

Example 11.

(81) Γ =

1

2

3
4

5

6

.
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We know |C(Γ)| = 2. It has two maximal complete forests f4, f5. A possible choice
of 1-scale structures for them is

Γf4 =

1

2

3
4

5
6

, (m1 = m2 = m3 = m4 = 0)(82)

Γf5 =
1

2

3
4

5

6

, (m5 = m6 = m3 = m4 = 0).(83)

We then have Γf0 = Γ, Γf1 = Γm3=m4=0, Γf2 = Γf4 , Γf3 = Γf5 , where we refer to
the forests in Eqs.(??-??).

We have now constructed graphs such that all divergent sub-graphs depend only

on a single-scale. Still, the set {v ∈ Γ
[0]
f |q(v) 6= 0} might have cardinality > 2.

But then, we can partition this set into two non-empty subsets X,Y say and
choose a vertex x ∈ X, y ∈ Y for each. We then set q(x) :=

∑
v∈X q(v) and

q(y) :=
∑
v∈Y q(v), and all other q(v) = 0. This gives a new graph Γ2

f which itself
is a 1-scale graph.

Define φ2Γf = ϕΓ2
f
. Note that we use the massless ϕ on 1-scale graphs. Define

furthermore

(84) x
Γf
2 :=

φΓf (Θ)− ϕ2Γf

ϕ2Γf

.

Note that x
Γf
2 is independent of S, S0,Θ0, by construction: x

Γf
2 = x

Γf
2 (Θ). We have

Lemma 12.

(85) Φfin(Γ) :=

∅∑

f

(−1)|f |
∫

Pn(R+)

M(x
Γf
2 )

converges. Here, the notation is defined similarly to Eqs.(??,??).

Proof. By construction, in each sector, singularities drop out, reflected by the scale

independence of x
Γf
2 , and we use the same forest sum as in the proof of convergence

for ΦR1−s below. Compared to renormalization by counterterms, where the remain-

der terms R̄Γ
f are replaced by φf (Θ0)ψΓ/f , we now have different remainder terms

R̄
Γf
f for them. This is due to the fact that φΓ/f = φΓf/f . Hence, along a forest f ,

φΓ = φΓ/fψf + R̄Γ
f and φΓf = φΓ/fψf + R̄

Γf
f . �

4. Double iteration

Let us now define

(86) xΓg,f =
S
S0
φΓf/g(Θ)ψg + φg(Θ0)ψΓf/g

φΓf/g(Θ0)ψg + φg(Θ0)ψΓf/g
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and we work with M(xΓf,g). We then have

(87) ΦR(Γ) =

∫

Pn(R+)

∅∑

g

(−1)|g|M(xΓ∅,g),

(88) Φfin(Γ) =

∫

Pn(R+)

∅∑

f

(−1)|f |M(xΓf,∅).

Finally, we define

(89) ΦR
f (Γ) =

∫

Pn(R+)

∅∑

g

(−1)|g|M(xΓf,g).

Then, first, (due to ∅ =
∑
j σ̄j)

(90) ΦR(Γ) =
∞∑

j=1

ΦRσ̄j (Γ),

which is a terminating sum on the rhs due to the finite co-radical filtration cor(Γ)
of every graph Γ.

Furthermore, we have our decomposition:

Theorem 13.

ΦR
σ̄j (Γ− Γ2) =

j−1∑

k=0

ck(Θ,Θ0)L
k,

ΦR
σ̄j (Γ2) =

j∑

k=1

dkL
k.

In particular, ΦR
1−s(Γ) :=

∑∞
j=1 Φ

R
σ̄j (Γ2).

This can be written in Sweedler’s notation as (see Eq.(??))

ΦR
1−s(Γ) =

∑
Φ−1(Γ′

2)(me = 0)(S0)Φ(Γ′′
2 )(S)(me = 0),(91)

≡ Φ2
−1(Γ′)Φ2(Γ

′′),(92)

whereΦ2(Γ) = Φ(Γ2) and 1-scale graphs Γ2 are assumed massless. We use unrenor-
malized Feynman rules in the affine representation and 1-scale subgraphs which are
evaluated to counterterms Φ−1(Γ′

2)(me = 0)(S0). The sum terminates at cor(Γ).
By construction,

(93) Φfin(Γ)(Θ) =
∑

Φ2(Γ
′)−1Φ(Γ′′).

Then, Φ1−s(Γ) = Φ−1(S0) ⋆ Φ(S), where it is understood that on the rhs of the
equation sub- and co-graphs Γ′′,Γ′ of Γ are projected to 1-scale graphs Γ′′

2 ,Γ
′
2. We

finally have our decomposition

(94) ΦR ≡ SΦ

R ⋆Φ = (Φ2
−1 ⋆Φ(Θ0))

−1

︸ ︷︷ ︸
Φ

−1
fin (Θ0)

⋆ΦR
1−s ⋆ (Φ2

−1 ⋆Φ(Θ))︸ ︷︷ ︸
φfin(Θ)

.
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5. Examples

Next, we work out examples to acquaint the reader with our approach. These
examples consider the decomposition into angles and scales. It is not our aim
to do the final integrations, but to exhibit the structure of properly renormalized
Feynman integrands, suitably decomposed as announced. In the following sections,
we exclusively explore properties of G1−s.

5.1. Overall log. We start with overall logarithmic divergent graphs.

5.1.1. Primitive log. Consider

(95) Γ =

1

2

3

4

5

6

,

and

(96) Γ2 =

1

2

3

4

5

6 .

The graph Γ is the one we are interested in, the 1-scale graph Γ2 is supposed to
have only two vertices at which q(v) 6= 0, and all internal masses in it are set to
zero.

Trivially, |C(Γ)| = 1, with C(Γ) = {T }, and T = •Γ primitive in the Hopf algebra
of trees, and Γ is primitive in the Hopf algebra of graphs, ∆(Γ) = Γ⊗ I+ I⊗ Γ.

For the kinematics, we let S = p21 + p22 + p23 + 2p1 · p2 + 2p2 · p3 +2p3 · p1 (which
defines the variable angles Θij = pi ·pj/S,Θe = m2

e/S) and subtract symmetrically

say at S0,Θ
ij
0 = 1

3 (4δij − 1) and Θe0 = m2
e/S0, which specifies the fixed angles Θ0.

The renormalized form is

(97) ΦRΓ =
ln

S
S0
φΓ(Θ)

φΓ(Θ0)

ψ2
Γ

ΩΓ.

To find the desired decomposition, we use

(98) ∆2(Γ) = Γ⊗ I⊗ I+ I⊗ Γ⊗ I+ I⊗ I⊗ Γ.

We then have

(99) ΦRΓ = Φ−1
fin (Θ0)(Γ) + ΦR1−s(S/S0)(Γ) + Φfin(Θ)(Γ).

We have

(100) Φ−1
fin (Θ0)(Γ) = −

ln φΓ(Θ0)
ψΓ2•

ψ2
Γ

ΩΓ,

(101) ΦR1−s(S/S0)(Γ) =
ln S

S0

ψ2
Γ2

ΩΓ,



22 FRANCIS BROWN∗ AND DIRK KREIMER∗∗

which integrates to the renormalized value ΦR
1−s(S/S0)(Γ) = 6ζ(3) ln S

S0
. Finally,

(102) Φfin(Θ)(Γ) =
ln φΓ(Θ)

ψΓ2•

ψ2
Γ

ΩΓ.

These integrands indeed all converge, which is synonymous for us to say that they

can be integrated against P|Γ[1]|−1(R+).

5.1.2. Log with log sub. Consider the graph

(103) Γ =

1

2

3

4

5

6

7

8
9

10

11

12

13

14

.

It has a subgraph

(104) γ =

7

8
9

10

11

12

13

14

and a co-graph

(105) Γ/γ =

1

2

3

4

5

6

.

It suffices to consider a small Hopf algebra (co-)generated by I,Γ, γ,Γ/γ, with the
only non-trivial co-product

(106) ∆(Γ) = Γ⊗ I+ I⊗ Γ + γ ⊗ Γ/γ.

Obviously, |C(Γ)| = 1. We have C(Γ) = {T }, with

(107) T =

7, 8, 9, 10, 11, 12, 13, 14

1, 2, 3, 4, 5, 6

,

with T just a tree on two vertices8.
Forests are f0 = ∅ and f1 = γ.

8In light of [?], note that we can write

(108) T = B
Γ/γ
+ (•γ),
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The renormalized integrand is then

(110) ΦRΓ (S/S0,Θ,Θ0) =





ln
S
S0
φΓ(Θ)

φΓ(Θ0)

ψ2
Γ

−
ln

S
S0
φΓ/γ(Θ)ψγ+φγ(Θ0)ψΓ/γ

φΓ/γ(Θ0)ψγ+φγ(Θ0)ψΓ/γ

ψ2
Γ/γψ

2
γ





ΩΓ.

One immediately checks that this is integrable in the edge variables against P13(R+),
using nothing more than our cherished remainder properties of the graph polyno-
mials Eqs.(??,??).

For the decomposition as a twisted conjugation, we stick with our conventions
that a superscript 2 indicated that a graph is 1-scale with respect to its external
momenta flow (q(v) 6= 0 only for two vertices, all internal masses zero), while a
subscript f means that the graphs in the forest f are made 1-scale as subgraphs,
also with zero internal masses in them. Then, Γ∅ = Γ (the forest which is made
1-scale is empty), and we choose

(111) Γ2 ≡ Γ2
∅ =

1

2

3

4

5

6

7

8
9

10

11

12

13

14

,

(112) Γγ =

1

2

3

4

5

6

7

8
9

10

11

12

13

14

,

and

(113) Γ2
γ =

1

2

3

4

5

6

7

8
9

10

11

12

13

14

.

and B
Γ/γ
+ a Hochschild closed map for this Hopf algebra:

(109) ρ(Γ) = T,∆T (T ) = T ⊗ I+ I⊗ T + •γ ⊗ •Γ/γ = ∆TB
Γ/γ
+ (•γ ),

with ∆TB
Γ/γ
+ = B

Γ/γ
+ ⊗ I+ (id⊗B

Γ/γ
+ )∆T .
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This gives also a new sub-graph γ2 of Γγ ,

(114) γ2 =

7

8
9

10

11

12

13

14

,

and a new co-graph of Γ2
∅,

(115) Γ2
γ/γ

2 = Γ2
∅/γ =

1

2

3

4

5

6 .

We have by definition

(116) φΓ∅
= φΓ = SφΓ(Θ),

(117) φΓ2
∅
= SψΓ2

∅
• ,

and

(118) φ(Γγ) = SφΓ/γ(Θ)ψγ + Sψγ•ψΓ/γ .

Also,

(119) φ(Γ2
γ) = SψΓ/γ•ψγ + Sψγ•ψΓ/γ .

It follows that

(120) 1 + x
Γ∅
2 =

φΓ∅
(Θ)

ψΓ2
∅
•

and

(121) 1 + x
Γγ
2 =

φΓγ (Θ)

ψΓ2
γ/γ

2•ψγ + ψγ2•ψΓ2
γ/γ

2

.

We also need

(122) Γ2
γ/γ

2• =

1

2

3

4

5

6
,

and

(123) G = 1

2

3

4

5

6

11

13

12

14

9

10

7

8

.

We have Γ2
γ/γ

2 = Γ2
∅/γ and Γ/γ = Γγ/γ

2. Also, ψΓ = ψΓ2
∅
, ψΓγ = ψΓ2

γ
, and

ψγ = ψγ2 .
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To evaluate Φ−1
fin (Θ0) ⋆ Φ

R
1−s(S/S0) ⋆ Φfin(Θ), we need

(124) ∆2(Γ) = Γ⊗I⊗I+I⊗Γ⊗I+I⊗I⊗Γ+I⊗γ⊗Γ/γ+γ⊗I⊗Γ/γ+γ⊗Γ/γ⊗I.

We find

ΦRΓ = Φfin(Θ)(Γ) + Φ−1
fin (Θ0)(Γ) + ΦR1−s(γ)Φfin(Θ)(Γ/γ)

+ΦR1−s(Γ) + Φ−1
fin (Θ0)(γ)Φfin(Θ)(Γ/γ) + Φ−1

fin (Θ0)(γ)Φ
R
1−s(Γ/γ).(125)

Note that all the terms on the rhs can be expressed using forest sums as in Eq.(??):

ΦRΓ = +ΦRσ̄1
(Γ− Γ2)︸ ︷︷ ︸
O(1)

+ΦRσ̄2
(Γ− Γ2)︸ ︷︷ ︸
O(L)

(126)

+ΦRσ̄1
(Γ2)︸ ︷︷ ︸

O(L)

+ ΦRσ̄2
(Γ2)︸ ︷︷ ︸

=ΦR1−s(Γ),O(L2)

,(127)

indicating orders in L = lnS/S0. We have in particular (we invite the reader to con-
firm convergence of these expressions again directly from the remainder properties
Eqs.(??,??))

(128) Φfin(Θ)(Γ) =





ln φΓ(Θ)
ψ

Γ2
∅
•

ψ2
Γ2
∅

−
ln

φΓγ (Θ)

ψΓ2
γ
•

ψ2
Γ2
γ





ΩΓ.

Furthermore

(129) ΦR1−s(S/S0)(Γ) =





ln S
S0

ψ2
Γ2

−
ln

Υ
γ2;Γ2( SS0

)
︷ ︸︸ ︷
S

S0
ψΓ2/γ2•ψγ2 + ψγ2•ψΓ2/γ2

ψΓ2/γ2•ψγ2+ψγ2•ψΓ2/γ2

ψ2
Γ2/γ2ψ2

γ2





ΩΓ

The term ∼ ln2(S/S0) in ΦRΓ , generated by Φ1−s only, is obviously 60ζ(3)ζ(5) by our
considerations, while (??) reveals three sources for a term linear in L = ln(S/S0):
First, we have

(130)

∫ ψΓ2
γ/γ

2•

ψ2
Γ2
γ/γ

2ψγ2Υγ2;Γ2
γ
(1)

ΩΓ,

(patently inaccessible by standard methods) but note that Υγ2;Γ2
γ
(1) = ψG, so that

this expression is reduced to the study of graph hypersurfaces, started in [?, ?].
For the other two terms linear in L, they give Φ−1

fin (Θ0)(γ)Φ
R
1−s(Γ/γ) (which is

20ζ(5) times an unknown function of angles Θ0, also easily identified in the second
term on the right in Eq.(??)), as well as ΦR1−s(γ)Φfin(Θ)(Γ/γ) (which is 6ζ(3) times
an unknown function of angles Θ, see also the first term on the right in Eq.(??)).

The constant term in L is again an unknown function of angles Θ,Θ0, which
equals ΦRΓ (1,Θ,Θ0).



26 FRANCIS BROWN∗ AND DIRK KREIMER∗∗

5.1.3. Log with quadratic sub. This is an interesting example as it will involve an

overall convergent contribution l
[0]
−1. Kinematics is as before. Let

(131) Γ =
1 2

3

4

5

6

,

and

(132) Γ̄ =

2

3

4

5

6

.

The subgraph is

(133) γ =

4

5

6

.

The cographs are

(134) Γ/γ =

1 2

3

,

(135) Γ̄/γ =

2

3

.

The Hopf algebra structure is simply

(136) ∆(Γ) = Γ⊗ I+ I⊗ Γ + γ ⊗ Γ/γ,

as co-graphs which are tadpoles vanish.
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We have

ΦRΓ =
ψγ•

ψγ

{
l
[0]
0 (xΓ̄∅ )

ψ2
Γ̄

−
l
[0]
0 (xΓ̄γ ))

ψ2
¯Γ/γ
ψ2
γ

}
ΩΓ̄(137)

+m2
γ

ψ̄γ•

ψγ

{(
S0φΓ(Θ0)

ψΓ

)−1 l
[0]
−1(x

Γ
∅ )

ψ2
Γ

−

(
S0φΓ/γ(Θ0)ψγ + S0ψ̄γ•ψΓ/γ

ψΓ/γ

)−1
l
[0]
−1(x

Γ
γ ))

ψ2
Γ/γψ

2
γ

}
ΩΓ

−m2
γ

ψ̄γ•

ψγ

ψγ•

ψγ

{(
S0φΓ̄(Θ0)

ψΓ̄

)−1 l
[0]
−1(x

Γ̄
∅ )

ψ2
Γ̄

−

(
S0φΓ̄/γ(Θ0)ψγ + S0ψ̄γ•ψΓ̄/γ

ψΓ̄/γ

)−1
l
[0]
−1(x

Γ̄
γ ))

ψ2
¯Γ/γ
ψ2
γ



ΩΓ̄.

The first line above and the coefficients of m2
γ in the two following lines allow

for a separate decomposition in G1−s, Gfin as expected: the first line depends on
scales as well as angles and decomposes as before, the two following lines only
depend on angles, taking all definitions into account. Indeed, this must be so
as we have an overall dimensionless quantity, and those two lines come from a
superficial convergent contribution as they factorizem2

γ , and hence the anglem2
γ/S,

multiplying it all out. Here,

(138) l
[0]
−1(x

Γ
∅ ) =

1

1 +
S
S0

(φΓ(Θ)−φΓ(Θ0))

φΓ(Θ0)

− 1,

and

(139) l
[0]
−1(x

Γ
γ ) =

1

1 +
S
S0

(φΓ/γ(Θ)ψγ−φΓ/γ(Θ0))ψγ

φΓ/γ(Θ0)ψγ+ψ̄γ•ψΓ/γ

− 1,

similarly for l
[0]
−1(x

Γ̄
∅ ) and l

[0]
−1(x

Γ̄
γ ).

5.2. Overall quadratic. Next, we turn to overall quadratic amplitudes.

5.2.1. Primitive overall quadratic. We look at the graph

(140) Γ =

2

3

4

.

C(Γ) = {•Γ}. Kinematics are given by S = q2, S0 = m2,Θq2 = (1 − m2

q2 ),Θ
0
q2 =

(1− q2

m2 ),Θe = m2
e/q

2,Θ0
e = m2

e/m
2. We find immediately

ΦRΓ = (q2 −m2)
A2A3A4

ψΓ

ln(1 + xΓ∅ )ΩΓ

ψ2
Γ

+m2A2A3A4 + (A2Θ
0
2 +A3Θ

0
3 +A4Θ

0
4)ψΓ

ψΓ

ln[1](1 + xΓ∅ )ΩΓ

ψ2
Γ

.(141)
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Here,

(142) xΓ∅ =
q2

m2Θq2A2A3A4

(A2A3A4 + (A2Θ0
2 +A3Θ0

3 +A4Θ0
4)ψΓ)

.

This makes it evident that we fulfil the renormalization conditions.

We set ΦRΓ =: (q2−m2)Φ
(q2−m2);R
Γ +m2Φm

2;R
Γ +m2

2Φ
m2

2;R
Γ +m2

3Φ
m2

3;R
Γ +m2

4Φ
m2

4;R
Γ

and can read off the coefficient functions Φx;RΓ immediately. Note that they are all
dimensionless quantities.

The decomposition into angles and scales happens now for these coefficient func-
tions.

Φq
2−m2;R

1−s (Γ) =
A2A3A4

ψΓ
ln

(
q2

m2

)
ΩΓ

ψ2
Γ

,(143)

Φm
2;R

1−s (Γ) =
A2A3A4

ψΓ
ln

(
q2

m2

)
ΩΓ

ψ2
Γ

,(144)

Φ
m2

2;R
1−s (Γ) =

A2

1
ln

(
q2

m2

)
ΩΓ

ψ2
Γ

,(145)

Φ
m2

3;R
1−s (Γ) =

A3

1
ln

(
q2

m2

)
ΩΓ

ψ2
Γ

,(146)

Φ
m2

4;R
1−s (Γ) =

A4

1
ln

(
q2

m2

)
ΩΓ

ψ2
Γ

.(147)

For the angles:

Φq
2−m2;R

fin (Θ)(Γ) =
A2A3A4

ψΓ
ln

(
ϕΓ + ψΓ

∑4
j=2 ΘjAj

φΓ

)
ΩΓ

ψ2
Γ

,(148)

Φm
2;R

fin (Θ)(Γ) =
A2A3A4

ψΓ
ln

(
ϕΓ + ψΓ

∑4
j=2 ΘjAj

φΓ

)
ΩΓ

ψ2
Γ

,(149)

Φ
m2

2;R
fin (Θ)(Γ) =

A2

1
ln

(
φΓ + ψΓ

∑4
j=2 ΘjAj

ϕΓ

)
ΩΓ

ψ2
Γ

,(150)

Φ
m2

3;R
fin (Θ)(Γ) =

A3

1
ln

(
φΓ + ψΓ

∑4
j=2 ΘjAj

ϕΓ

)
ΩΓ

ψ2
Γ

,(151)

Φ
m2

4;R
fin (Θ)(Γ) =

A4

1
ln

(
φΓ + ψΓ

∑4
j=2 ΘjAj

ϕΓ

)
ΩΓ

ψ2
Γ

.(152)
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and

Φq
2−m2;R

fin (Θ0)(Γ) =
A2A3A4

ψΓ
ln

(
ϕΓ + ψΓ

∑4
j=2 Θ

0
jAj

φΓ

)
ΩΓ

ψ2
Γ

,

Φm
2;R

fin (Θ0)(Γ) =
A2A3A4

ψΓ

(
ln

(
ϕΓ + ψΓ

∑4
j=2 Θ

0
jAj

φΓ

)

−
Θ0
q2ϕΓ

ϕΓ + ψΓ

∑4
j=2 Θ

0
jAj

)
ΩΓ

ψ2
Γ

,

Φ
m2

2;R
fin (Θ0)(Γ) =

A2

1

(
ln

(
ϕΓ + ψΓ

∑4
j=2 Θ

0
jAj

φΓ

)
−

Θ0
q2φΓ

ϕΓ + ψΓ

∑4
j=2 Θ

0
jAj

)
ΩΓ

ψ2
Γ

,

Φ
m2

3;R
fin (Θ0)(Γ) =

A3

1

(
ln

(
ϕΓ + ψΓ

∑4
j=2 Θ

0
jAj

φΓ

)
−

Θ0
q2φΓ

ϕΓ + ψΓ

∑4
j=2 Θ

0
jAj

)
ΩΓ

ψ2
Γ

,

Φ
m2

4;R
fin (Θ0)(Γ) =

A4

1

(
ln

(
ϕΓ + ψΓ

∑4
j=2 Θ

0
jAj

φΓ

)
−

Θ0
q2φΓ

ϕΓ + ψΓ

∑4
j=2 Θ

0
jAj

)
ΩΓ

ψ2
Γ

.

5.2.2. Overall quadratic with quadratic sub. The graph Γ which we want to consider
is

Γ =

1
2

3

4

5

6

7

.

We also need the graph

Γ̄ =

2

3

4

5

6
7

.

We have the sub-graph

γ =

5

6

7

,

and the co-graphs

Γ/γ = 3

4

1
2

,
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and

Γ̄/γ =

2

3

4

.

We also need

Γ• =
1 2

3
4

5

6

7

and

Γ̄• =

2

3 4

5

6

7

.

For any X as needed we write

(153) ψ̄X =
1

m2
φX(m2,Θ0) = ψX• +

(∑

e∈X

Θ0
eAe

)
ψX

and

(154) φX(q2,Θ) = q2

(
ψX• +

(∑

e∈X

ΘeAe

)
ψX

)
.

We renormalize the subgraph at m2
γ and Γ at m2. Then, by Thm.??,

ΦRΓ (q
2,m2) =(155)

+
ψΓ̄•

ψΓ̄

ψγ•

ψγ
l
[1]
1 (xΓ̄∅ )

ΩΓ̄

ψ2
Γ̄

(156)

−
ψΓ̄/γ•

ψΓ̄/γ

ψγ•

ψγ
l
[1]
1 (xΓ̄γ )

ΩΓ̄

ψ2
Γ̄/γ

ψ2
γ

(157)

+ m2
γ

ψ̄γ•

ψγ
l
[1]
0 (xΓ∅ )

ΩΓ

ψ2
Γ

(158)

− m2
γ

ψ̄γ•

ψγ
l
[1]
0 (xΓγ )

ΩΓ

ψ2
Γ/γψ

2
γ

(159)

− m2
γ

ψ̄γ•

ψγ

ψγ•

ψγ
l
[1]
0 (xΓ̄∅ )

ΩΓ̄

ψ2
Γ̄

(160)

+ m2
γ

ψ̄γ•

ψγ

ψγ•

ψγ
l
[1]
0 (xΓ̄γ )

ΩΓ̄

ψ2
Γ̄/γ

ψ2
γ

.(161)
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Here, ΩΓ̄ is the five-form A2dA3 ∧ · · · ∧ dA7 ± · · · , and ΩΓ the six-form A1dA2 ∧
· · · ∧ dA7 ± · · · . Furthermore,

l
[1]
1 (xΓ̄∅ ) = (q2 −m2) ln

(
1 +

(q2 −m2)ψΓ̄•

m2ψ̄Γ̄•

)
(162)

+
ψ̄Γ̄•

ψΓ̄•

{
m2 ln

(
1 +

(q2 −m2)ψΓ̄•

m2ψ̄Γ̄•

)
(163)

− m2 (q
2 −m2)ψΓ̄•

m2ψ̄Γ̄•

}
.(164)

and

l
[1]
1 (xΓ̄γ ) = (q2 −m2) ln

(
1 +

(q2 −m2)ψΓ̄/γ•ψγ

m2ψ̄Γ̄/γ•ψγ + ψγ•ψ ¯Γ/γ

)
(165)

+
ψ̄Γ̄/γ•

ψΓ̄/γ•

{
m2 ln

(
1 +

(q2 −m2)ψΓ̄/γ•ψγ

m2ψ̄Γ̄/γ•ψγ + ψγ•ψ ¯Γ/γ

)
(166)

− m2
(q2 −m2)ψΓ̄•ψγ

m2ψ̄Γ̄•ψγ + ψγ•ψ ¯Γ/γ

}
.(167)

(168) l
[1]
0 (xΓ∅ ) = ln

(
1 +

(q2 −m2)ψΓ•

m2ψ̄Γ•

)
−

(q2 −m2)ψΓ•

m2ψ̄Γ•

,

and

(169) l
[1]
0 (xΓγ ) = ln

(
1 +

(q2 −m2)ψΓ/γ•ψγ

m2ψ̄Γ/γ•ψγ + ψγ•ψΓ/γ

)
−

(q2 −m2)ψΓ/γ•ψγ

m2ψ̄Γ/γ•ψγ + ψγ•ψΓ/γ

,

and similarly for l
[1]
0 (xΓ̄∅ ) and l

[1]
0 (xΓ̄γ ).

One now immediately checks that lines (??)+(??) add to a convergent expression
which fulfils the renormalization conditions, and so do (??)+(??) and (??)+(??).

From here on, decomposition into Φ1−s and Φfin is lengthy but straightforward.

6. Graph Polynomials and 1-scale graphs

6.1. Single-scale graphs.

Definition 14. A 1-scale graph is a finite disjoint union of connected graphs, each
of which has exactly two vertices whose external legs carry non-zero momenta, and
with vanishing internal masses me for all edges e.

Let G be a connected 1-scale graph with distinguished vertices v1 6= v2. Let G
denote the graph obtained from G by adding a new edge e connecting v1 and v2,
and let G• be the graph obtained from G by identifying v1 and v2. The graphs G,
G• are obtained from G by deleting (contracting) the edge e respectively. Thus

ψG = ψG αe + ψG• .

If G = ∪ni=1Gi has n connected components, then we define G• to be ∪ni=1G
•
i .
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1

v1

v2

1

2
3 4

G

1

2
3 4

e

G

2 3 4

G•

Lemma 15. Let G be a connected, 1-scale graph with external momentum q. Then
the second Symanzik polynomial φ(q,G) is given by

(170) φ(q,G) = q2ψG• .

Proof. This follows immediately from the definition of φ(q,G). �

We henceforth write φG for ψG• , since all q-dependencies are trivial. Clearly,
degφG = degψG + 1. If G = ∪ni=1Gi with Gi connnected, we define

(171) ψG =

n∏

i=1

ψGi and φG =

n∑

i=1

φGi
∏

j 6=i

ψGj .

Note that this convention is not compatible with the contraction-deletion relations,
which require that a non-connected graph have vanishing graph polynomial.

Definition 16. Let G be a connected 1-scale graph, and let I ⊂ E(G) be a set of
edges of G. Define εG(I) ∈ {0, 1} to be 1 if I meets both distinguished vertices in
G, and 0 otherwise. Equivalently, εG(I) is 0 if the image of I in G• is isomorphic
to I, and equal to 1 otherwise. If G = ∪ni=1Gi, then we define εG =

∏n
i=1 εGi .

Suppose that G is a connected graph with vertices of degree at most 4, and let
γ ( G be a connected subgraph. Define the superficial degree of divergence of γ by

sd(γ) = 2hγ − Eγ .

Since γ is a strict subgraph, the average valency of its edges α is < 4, and hence
Eγ < 2Vγ . By Euler’s formula Eγ − Vγ = hγ − 1, this implies that sd(γ) ≤ 1. We
say that γ is

• convergent if sd(γ) < 0,
• log-divergent if sd(γ) = 0,
• quadratically divergent if sd(γ) = 1.

We say that G has at most log-divergent subgraphs if 2hI ≤ |I| for all I ⊂ E(G).

Remark 17. Let G be connected in φ4. Suppose that G has vi vertices of valency
i, where 1 ≤ i ≤ 4. A simple computation using Euler’s formula shows that

(172) v3 + 2 v2 = 4− 2 sd(G) .

In particular, suppose that G is quadratically divergent. Then v3 + 2 v2 = 2 and
(v2, v3) is either (1, 0) or (0, 2). In particular, every non-trivial connected quadratic
subgraph of a φ4 graph has precisely two 3-valent vertices.
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6.2. Circular joins. Let G1, . . . , Gn denote n ≥ 2 connected 1-scale graphs.

Definition 18. Label the distinguished vertices of each graph Gi by vi, wi. A
circular join c(G1, . . . , Gn) of the graphsG1, . . . , Gn is the graph obtained by gluing
the Gi together to form a circle, by identifying the vertices vi and wi+1, for i ∈
Z/nZ. It clearly depends on these choices. Define c(G) = G•.

Lemma 19. Let c(G1, . . . , Gn) be any circular join of G1, . . . , Gn. Then

(173) ψc(G1,...,Gn) = φG1∪...∪Gn .

Proof. There is an obvious bijection:

T (G)←→
n⋃

i=1

T (G1)× . . .× T (G
•
i )× . . .× T (Gn) ,

(disjoint union) where T (Γ) denotes the set of spanning trees in a graph Γ. �

When n = 2, the circular join of G1, G2 is a 2-vertex join of the graphs G1, G2.

Definition 20. Let γ,Γ be single-scale graphs where Γ is connected. We define

(174) Υγ;Γ(s) = s ψγφΓ + φγψΓ ,

where s is an indeterminate which will later correspond to an external momentum.

6.3. Hopf algebras of 1-scale graphs. Let G be a fixed log-divergent graph with
at most log-divergent subgraphs, and let HG denote the finitely-generated Q-Hopf
algebra of graphs generated by G under the coproduct ∆ (??). Its underlying vector
space is spanned by all logarithmically divergent subgraphs γ of G, their cographs
G/γ, and their disjoint unions. That no such cograph G/γ can have quadratic
subdivergences is an easy consequence of the definitions.

Now suppose that G is single-scale, and thus carries a pair of distinguished
vertices. Suppose that for every divergent subgraph Γ of G there is a choice of two
distinguished connectors (Lemma ??) of Γ in G, making Γ single-scale, in such a
way that for all divergent subgraphs γ ( Γ,

(175) εΓ(γ) = 0 .

It follows that the cograph Γ/γ inherits the two distinguished vertices of Γ, and
therefore is single-scale in a uniquely determined way. The condition (??) ensures
that the two distinguished vertices of Γ are never identified in any of its cographs.

In this case, we have a Hopf algebra of 1-scale, log-divergent graphs HG and a
coassociative coproduct obtained by summing over all divergent subgraphs:

∆ : HG −→ HG ⊗Q HG(176)

Γ 7→
∑

γ⊂Γ

γ ⊗ Γ/γ .

The existence of HG is proved in §??. Since HG is graded by the loop number and
commutative, it automatically inherits an antipode S : HG → HG.

Variant 21. Suppose that the edges of G are labelled by elements of some set.
Then every subgraph and cograph of G, and hence every generator of HG inherits a
labelling. Note that in this case, the choice of two distinguished connectors on each
divergent subgraph of G may depend on the labelling. Thus we can have distinct
subgraphs γ1 and γ2 of G which are isomorphic after forgetting their labels, but
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have different choices of distinguished vertices. In the sequel, the set of labels on
the edges of a graph will always be distinct.

6.4. Feynman rules for 1-scale graphs. Let G be any graph (which is not
necessarily connected), whose edges are labelled 1, . . . , N , and let αi denote the
corresponding Schwinger parameters. Write

(177) ΩG =

N∑

i=1

(−1)iαidα1 ∧ . . . ∧ d̂αi ∧ . . . ∧ dαN .

Definition 22. Let γ,Γ denote labelled 1-scale graphs where Γ is connected. If
γ,Γ have distinct labels, then define rational forms

(178) ωγ⊗Γ(s) =
s φΓ

ψγψ2
ΓΥγ;Γ(s)

Ωγ∪Γ

where we recall that ψγ is the product of the graph polynomials of its compo-
nents. It follows from the degree formulae stated in lemmas ?? and ?? that the
homogeneous degree of ωγ⊗Γ(s) with respect to the Schwinger parameters is

(179) deg ωγ⊗Γ(s) = (Eγ − 2hγ) + (EΓ − 2hΓ) .

In particular, if γ,Γ are logarithmically divergent then ωγ⊗Γ(s) is of degree 0.
Recall that the Feynman differential form of any labelled graph G is

(180) ωG =
ΩG
ψ2
G

.

It has degree EG− 2hG. Since G is not necessarily connected, ψG can be a product
of graph polynomials. If 1 denotes the empty graph, we extend (??) and (??) by

(181) ωγ⊗1(s) = 0 and ω1⊗Γ(s) = ωΓ .

In particular, we set ω1 = 0. It can also be convenient to set ωγ⊗Γ(s) = 0 (respec-
tively ωΓ = 0) if γ ∪ Γ (resp. Γ) have repeated labels.

7. Renormalized Parametric integrals and examples

We state the main formula for the renormalized amplitudes of 1-scale graphs
with logarithmic subdivergences, with some examples. The proofs are spread over
the following sections, and the case of quadratic subdivergences is treated in §??.

7.1. Renormalised integrands. Throughout, let H denote a Hopf algebra HG

of labelled 1-scale graphs, as defined in §??, variant ??.

Definition 23. Let Γ ∈ H be a labelled 1-scale graph, with edges labelled 1, . . . , N .
Denote its image under the preparation map (definition ??) by

(182) R(Γ) = 1⊗ Γ +
n∑

i=1

ai γi ⊗ Γ/γi ∈ H ⊗Q H ,

where ai = ±1 are signs9. Let q ∈ R4 denote the overall incoming momentum of Γ,
let µ ∈ R4 denote a fixed momentum, and set s = q2/µ2. We define

(183) ωren
Γ (s) = ωΓ +

n∑

i=1

ai ωγi⊗Γ/γi(s) ,

9These signs are consistent with the signs in the forest sums
∑∅

f (−1)|f |.
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to be the renormalised parametric Feynman integrand. For any linear combination
of connected graphs ξ =

∑
i ciΓi ∈ H , we define ωren

ξ (s) =
∑

i ci ω
ren
Γi

(s).

The domain of integration is given by the standard coordinate simplex:

(184) σΓ = {(α1 : . . . : αN ) ⊂ P(R)N−1 : αi ≥ 0} .

Let Γ be a log-divergent single-scale graph with at most log-divergent subgraphs.
Then by (??), ωren

Γ (s) is of degree 0 and we can consider the projective integral

(185) fΓ(s) =

∫

σΓ

ωren
Γ (s) .

We write fΓ = fΓ(1). The following theorem will be proved in §??.

Theorem 24. The integral (??) converges when s > 0.

The renormalization group equations amount to the following.

Theorem 25. Write the reduced coproduct ∆′Γ =
∑

i γi ⊗ Γ/γi. We have

(186) s
d

ds
fΓ(s) =

∑

i

fγifΓ/γi(s) for s > 0 .

In the case when Γ ∈ H is a primitive graph, i.e., ∆Γ = 1 ⊗ Γ + Γ ⊗ 1, then
ωren
Γ (s) = ωΓ and does not depend on s. In this case, (??) reduces to the residue:

fΓ =

∫

σΓ

ΩΓ

ψ2
Γ

.

7.2. Relation with BPHZ. Let Γ ∈ H be a 1-scale graph as above, and let R(Γ)
be given by (??). Then the renormalized Feynman rules are given by Eq. (??):

I(s) : H −→ C

IΓ(s) =

∫

σΓ

( log s
ψ2
Γ

+

n∑

i=1

ai
log
( sψγiφΓ/γi

+φγiψΓ/γi

ψγiφΓ/γi
+φγiψΓ/γi

)

ψ2
γiψ

2
Γ/γi

)
ΩΓ(187)

where s = q2/µ2, assumed to be positive. It follows immediately that IΓ(1) = 0 and
that s I ′Γ(s) = fΓ(s) by definitions (??) and (??). In particular, the convergence of
(??) follows from theorem ??. Again, we extend the definition of I•(s) by linearity
to linear combinations of connected graphs ξ ∈ H .

7.2.1. Example 1: The case of a single subdivergence. Let Γ be a log-divergent 1-
scale graph with a single log-divergent subgraph γ ⊂ Γ. Label the edges of Γ from
1 to N , and fix a 1-scale structure on γ. Fixing such a structure involves choosing
any two vertices of γ which meet Γ\γ. By definition, ∆(Γ) = 1⊗Γ+Γ⊗1+γ⊗Γ/γ,
and therefore the renormalized Feynman rules are:

fΓ(s) =

∫

σΓ

ωren
Γ (s) =

∫

σΓ

( 1

ψ2
Γ

−
s φΓ/γ

ψγψ2
Γ/γΥγ;G/γ(s)

)
ΩΓ ,

where Υγ;G/γ(s) = φγψG/γ + s ψγφG/γ . The group equation (??) gives

fΓ(s) = fΓ + fγfΓ/γ log s
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Thus all new information about Γ is encoded in fΓ. We can rewrite this entirely in
terms of graph polynomials using the definition of circular joins:

(188) fΓ =

∫

σΓ

( 1

ψ2
Γ

−
ψΓ•/γ

ψ2
Γ/γψγψc(γ,Γ/γ)

)
ΩΓ .

The smallest non-trivial example of such a graph Γ which is simple (i.e., does not
reduce to a smaller graph by series-parallel operations) is the wheel with 3 spokes
inserted into itself. The five graphs which occur in (??) are illustrated below:

c(γ,Γ/γ)

2

4

3

6

5

18

12

10

7

11

9

Γ/γΓ

1 6 2

7 8
12

11 10
9 45

3

Γ•/γ

1

6

5

2

4

3

γ
9

11 10

12
7 8

3

5 4

6
1 2

It is surprising that the quantity (??) is not known for this graph, as it is the
simplest possible example of a graph which requires renormalization and does not
reduce trivially to smaller graphs by series-parallel operations. However, one easily
checks that the parametric integration method of [?], [?] applies to this case.

7.2.2. Example 2: overlapping subdivergences. Consider the graph Γ below, see also
Eq.(??).

Γ
1

2

3 4

5

6

It has the three overlapping log-divergent subgraphs shown below. We give them
single-scale structures:

γl

1

2

3 4 3 4

γ34 γr

3 4

5

6

They generate a Hopf algebra of single-scale graphs HΓ. In general, let γij denote
a 2-edge banana graph on edges i, j with its unique single-scale structure. The
coproduct is ∆(Γ) = 1⊗ Γ + Γ⊗ 1 +

∑
i∈{l,34,r} γi ⊗ Γ/γi, hence

∆(1)(Γ) = γl ⊗ γ56 + γr ⊗ γ12 + γ34 ⊗ γ12.γ56
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where γ12.γ56 = Γ/γ34 is the 1-vertex join of γ12 and γ56 whose single scale structure
is given by the two outer (non-joined) vertices. It follows that

∆(2)(Γ) = γ34 ⊗ γ12 ⊗ γ56 + γ34 ⊗ γ56 ⊗ γ12 .

The preparation map applied to Γ therefore gives R(Γ) =

1⊗ Γ−
(
γl ⊗ γ56 + γr ⊗ γ12 + γ34 ⊗ γ12.γ56

)
+
(
γ34γ12 ⊗ γ56 + γ34γ56 ⊗ γ12

)
,

where γijγkl denotes the disjoint union γij ∪ γkl. Thus

ωren
Γ (s) =

[ 1

ψ2
Γ

−
s φγ56

ψγlψ
2
γ56Υγl;γ56(s)

−
s φγ12

ψγrψ
2
γ12Υγr;γ12(s)

−
s φγ12.γ56

ψγ34ψ
2
γ12.γ56Υγ34;γ12.γ56(s)

+
s φγ56

ψγ34ψγ12ψ
2
γ56Υγ34γ12;γ56(s)

+
s φγ12

ψγ34ψγ56ψ
2
γ12Υγ34γ56;γ12(s)

]
ΩΓ

where ψγij = αi + αj , φγij = αiαj , and

ψγl = (α1 + α2)(α3 + α4) + α3α4 φγl = α1(α2α3 + α2α4 + α3α4)

ψγr = (α5 + α6)(α3 + α4) + α3α4 φγr = α5(α3α4 + α3α6 + α4α6)

ψγ12.γ56 = (α1 + α2)(α5 + α6) φγ12.γ56 = α1α2α5 + α1α2α6 + α2α5α6 + α1α5α6

and all remaining polynomials Υ are deduced from these by (??). In particular,

Υγl;γ56(s) = s ψγlφγ56 + φγlψγ56

Υγ34;γ12.γ56(s) = s ψγ34φγ12.γ56 + φγ34ψγ12.γ56

Υγ34γ56;γ12(s) = s ψγ34ψγ56φγ12 + ψγ34φγ56ψγ12 + φγ34ψγ56ψγ12

In the case s = 1, the terms Υγl;γ56(1),Υγr;γ12(1),Υγ34;γ12.γ56(1) and Υγ34γ12;γ56(1) =
Υγ34γ56;γ12(1) which occur in the denominator of ωren

Γ (1) are the graph polynomials
of the following four circular join graphs, from left to right:

c(γl, γ56)

5
6

1

2

3 4 3 4

5

6

1
2

1

2

3

4

5

6

1

2

3

4

5
6

c(γr, γ12) c(γ34, γ12.γ56) c(γ12, γ34, γ56)

The renormalization group equation in this case reduces to

s f ′
Γ(s) = fγℓfγ56(s) + fγrfγ12(s) + fγ34fγ12.γ56(s)

Since the γij are all isomorphic and primitive, and since γr ∼= γℓ this reduces to

s f ′
Γ(s) = 2 fγℓfγ56 + fγ34fγ12.γ56(s)

Applying the group equation to γ12.γ56, we see that fγ12.γ56(s) = fγ12.γ56+2f2
γ12 log s

by a similar calculation. All in all, we obtain

fΓ(s) = fΓ + (2 fγℓ + fγ12.γ56)fγ12 log s+ f3
γ12 log

2 s.
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8. Residues

Let G be a graph with edges labelled from 1 to N . Then the Schwinger param-
eters α1, . . . , αN define projective coordinates (α1 : . . . : αN ) on PN−1. For any
strict subset of edges I ⊂ E(G), let

(189) LI =
⋂

i∈I

{αi = 0} ⊂ PN−1

be the corresponding coordinate linear subvariety. If ω is a regular k-form on a
Zariski-open subset of PN−1, let vI(ω) denote the order of vanishing of ω along LI .

Lemma 26. Let I ( G be a subgraph which is not necessarily connected. Then

(190) ψG = ψIψG/I +R ,

where R is some polynomial of degree strictly greater than hI = degψI in the
Schwinger parameters corresponding to I. It follows that vI(ψG) = hI .

Equation (??) is well-known, and its generalization to products of graphs is given
by the following corollary. In the sequel we use the following notation: if I ⊂ E(G),
and γ is a subgraph of G, let Iγ = I ∩ γ, and let IG/γ = IG/Iγ .

Corollary 27. Let G1, . . . , Gm be connected 1-scale graphs, let G = ∪iGi, and let
Ii ⊂ Gi be subgraphs for i = 1, . . . ,m, where at least one Ii 6= Gi. Then

(191) vI(φG) =
m∑

i=1

hIi +
m∏

i=1

εGi(Ii)

where I = ∪mi=1Ii. Suppose that for every i = 1, . . . ,m, either εGi(Ii) = 0 or
Ii = Gi. Then the non-zero quotients Gi/Ii are single-scale graphs, and

(192) φG = ψIφG/I +R

where R is of degree strictly greater than degψI in the variables of ψI . Likewise,
for any 1-scale graphs γ = ∪iγi,Γ with γi,Γ connected, and I ⊂ γ ∪ Γ, we have

(193) vI(Υγ;Γ(s)) =

m∑

i=1

hIγi + εγ(Iγ)εΓ(IΓ) .

If εγi(Iγi) = 0 (resp. εΓ(IΓ) = 0) whenever γi ( I (resp. Γ ( I), then

(194) Υγ;Γ(s) = ψIΥγ/Iγ ;Γ/IΓ(s) +R .

Proof. Use the interpretation of φG as the graph polynomial of a circular join
ψc(G1,...,Gm). We know from (??) that for any subgraph I in a graph G, the order
of vanishing of ψG along αI = 0 is equal to the number of loops in I. Equations (??)
and (??) follow from computing the number of loops of I in G = c(G1, . . . , Gm),
and applying (??) to G. The corresponding calculation for Υγ;Γ(s) follows from
this case, by definition (??). �

8.1. Orders of poles. We compute the orders of the poles of ωγ⊗Γ(s) along LI .

Lemma 28. Let γ,Γ denote single-scale graphs, with Γ connected, and let Iγ ⊂ γ,
IΓ ⊂ Γ and I = Iγ ∪ IΓ. Then

(195) −vI(ωγ⊗Γ(s)) = 2hIγ + 2hIΓ − εγ⊗Γ(I) ,

where εγ⊗Γ ∈ {0, 1} is defined by

(196) εγ⊗Γ = εΓ(1− εγ) .



ANGLES, SCALES AND PARAMETRIC RENORMALIZATION 39

Proof. By the remarks preceding (??), vI(φΓ) = hIΓ+εΓ(I). Likewise it follows from
corollary ?? that vI(Υγ;Γ(s)) = hIγ +hIΓ + εγεΓ(I). Summing the contributions of
each term in (??) gives the formula. �

From now on let us assume that G is log-divergent and has at most logarithmi-
cally divergent subgraphs. A flag in G is a nested sequence of divergent subgraphs

(197) F : γ1 ⊂ γ2 . . . ⊂ γn ⊂ G

where all inclusions are strict. Given such a flag F , let us write:

(198) γF = γ1 ∪ γ2/γ1 ∪ . . . ∪ γn/γn−1 and G/γF = G/γn .

If I is a subset of edges of G, write

(199) IγF = Iγ1 ∪ Iγ2/γ1 ∪ . . . ∪ Iγn/γn−1
and IG/γF = IG/γn .

We say that IγF is divergent if Iγ1 , and all Iγi+1/γi are either empty or divergent.

Corollary 29. Let I ( E(G), and let F be a flag in G. The form ωγF⊗G/γF (s) has
a pole along LI of order ≤ |I|, with equality if and only if IγF , IG/γF are divergent,
and IG/γF ( GγF is a strict subgraph.

Proof. From equation (??), we have

−vI(ωγF⊗G/γF (s)) = 2hIγF + 2hIG/γF − εγF⊗G/γF (I) .

It follows that −vI(ωγF⊗G/γF (s)) ≤ |I|−εγF⊗G/γF (I) ≤ |I| with equality if and only
if IγF , IG/γF are divergent and εγF⊗G/γF (I) = 0. But if IG/γF is divergent and a
strict subgraph of G/γF , εG/γF (IG/γF ) = 0 by assumption (??). By (??), this gives
εγF⊗G/γF (I) = 0. In the case when IG/γF = G/γF , we have εG/γF (IG/γF ) = 1, and
since I ⊂ E(G) is strict, we must have IγF ( γF , so εγF (IγF ) = 0 by assumption
(??). Thus the case when IG/γF = G/γF gives rise to a pole of order ≤ |I| − 1. �

8.2. Blow-ups and differential forms. Let ∅ 6= I ⊂ E(G) be a strict subset of
edges of G, whose edges are labelled 1, . . . , N . Consider the blow-up

πI : PI −→ PN−1

of PN−1 along LI . We denote the exceptional divisor by EI , which is isomorphic to
P|I|−1 × P|Ic|−1, where Ic is the complement of I in E(G).

Lemma 30. Let ω be a differential form of the shape (
∏m
k=1 P

rk
k )ΩG where rk ∈ Z,

and each Pk is a homogeneous polynomial in the αi of the form

Pk = Ak({αi}i∈I)Bk({αj}j∈Ic) +Rk

where Ak, Bk, Rk are homogeneous and the degree of Rk in the variables αi, i ∈ I
is strictly greater than degAk. Then the order of the pole of π∗

Iω along EI is

(200) 1−
m∑

k=1

rk deg(Ak)− |I| = 1− vI(ω)− |I|

where vI(ω) is the order of vanishing of ω along LI . The pole is simple if and only
if −vI(ω) = |I|, in which case the residue of π∗

Iω along EI is given by

(201) ResEIπ
∗
Iω =

m∏

k=1

Ak(αi, i ∈ I)ΩI ⊗
m∏

k=1

Bk(αj , j ∈ I
c)ΩIc
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Proof. Let I = {i1, . . . , ia}, and Ic = {j1, . . . , jb}. On the affine chart of P defined
by αjb = 1, take local affine coordinates αj1 , . . . , αjb−1

, z = αi1 , and

βi2 =
αi2
αi1

, . . . , βia =
αia
αi1

.

In these coordinates, EI is given by z = 0. On this chart,

ΩN = ±za−1dz ∧ dβi2 ∧ . . . ∧ dβia ∧ dαj1 ∧ . . . ∧ dαjb−1
.

Equation (??) follows by substituting the new variables into ω and computing the
order of the pole in z. Equation (??) follows on taking the residue at z = 0. �

8.3. Calculation of the residues. Let G, πI be as above.

Proposition 31. Let F be a flag of divergent subgraphs in G, and let I be a
strict subset of edges in G. The form π∗

IωγF⊗G/γF (s) has a simple pole along the
exceptional divisor EI if and only if IγF , IG/γF are divergent, and IG/γF ( G/γF .
The residue is

(202) ResEI π
∗
IωγF⊗G/γF (s) = ωIγF ∪IG/γF

⊗ ωγF /I⊗G/(γF∪I)(s) .

Proof. Apply lemma ?? to the definition (??) of ωγF⊗G/γF (s). By (??) and (??),
to lowest order terms in the I parameters:

φG/γF = ψIG/γF φG/(γF∪I) ,

ΥγF ;G/γF (s) = ψIγF ψIG/γF ΥγF /I;G/(γF∪I)(s) .

By lemma ?? and separating out terms we deduce that ResEIπ
∗
Iωγ⊗G/γF (s) is

ψIG/γF
ψ2
IG/γF

ψ2
IγF

ψIG/γF
ΩI ⊗

φG/(γF∪I)

ψγF /Iψ
2
G/(γF∪I)ΥγF/I;G/(γF∪I)(s)

ΩG/I

which is exactly ωIγF ∪IG/γF
⊗ ωγF /I⊗G/(γF∪I)(s). �

For any meromorphic algebraic form ω on PN−1, define the total residue to be

(203) Resω =
⊕

I

ResEI π
∗
Iω ,

where the sum is over all strict subsets I ( {1, . . . , N}.

Proposition 32. Let G be a connected log-divergent graph with at most log-divergent
subgraphs. For any flag F of divergent subgraphs of G, the total residue is

ResωγF⊗G/γF (s) = (ω1 ⊗ ω23) ◦ µ13(∆⊗∆)(γF ⊗G/γF ) ,

where (ω1 ⊗ ω23)(x⊗ y ⊗ z) = ωx ⊗ ωy⊗z(s) .

Proof. By the definition of the total residue, ResωγF⊗G/γF (s) is equal to∑

I

ResEI π
∗
IωγF⊗G/γF (s) =

∑

IγF ,IG/γF div.

ωIγF ∪IG/γF
⊗ ωγF/IγF ⊗G/(γF∪I)(s) ,

by proposition ??, since the right-hand side vanishes when IG/γF = G/γF . This
can be rewritten∑

a⊂γF div.

∑

b⊂G/γF div.

(ω1 ⊗ ω23) ◦ µ13(a⊗ γF /a⊗ b⊗G/γF /b)

which is (ω1 ⊗ ω23) ◦ µ13(∆(γF )⊗∆(G/γF )). �
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9. Cancellation of simple poles

The proof of convergence of the renormalized Feynman integral follows from a
few abstract Hopf-algebra theoretic properties of the residues.

9.1. The set-up. Let H be a commutative, graded Hopf algebra over Q, and let
D be a vector space over k, a field of characteristic 0. We think of D as some space
of differential forms. Suppose we are given a linear map ω : H → D such that
ω(1) = 0, and a map (the ‘total residue’)

Res : D→ D⊗k D

which is related to the coproduct ∆ : H → H ⊗Q H by:

(204) Resω = (ω ⊗ ω) ◦∆ .

In particular, this means that the map Res is coassociative. Now suppose that there
exists another linear map

ω(2) : H ⊗Q H −→ D

such that, for all ξ ∈ H ,

(1) : ω(2)(ξ ⊗ 1) = 0(205)

(2) : ω(2)(1 ⊗ ξ) = ω(ξ)

(3) : Resω(2) = (ω ⊗ ω(2)) ◦ µ13(∆⊗∆) .

Definition 33. In this situation, we define the renormalized map

ωren : H −→ D(206)

ωren = ω(2) ◦R

Since we have by definition R(x) = 1⊗x + terms of lower order in the coradical
filtration, then by assumption (2), we can view ωren = ω + lower order terms.
The following proposition is the main result for the renormalization of logarithmic
singularities.

Proposition 34. With the assumptions (??), Resωren = 0 .

Proof. Using properties (1)− (3) above, and theorem ??, we have

Resωren = Resω(2) ◦R
(3)
= (ω ⊗ ω(2)) ◦ µ13(∆⊗∆) ◦R
(1)
= (ω ⊗ ω(2)) ◦ µ13(∆⊗ (∆− id⊗ 1)) ◦R

= (ω ⊗ ω(2)) ◦ (1⊗R) .

The equality on the third line follows from equation (??). The final expression
vanishes by the property that ω(1) = 0, and this follows from (1) and (2). �

Remark 35. Observe that (3) implies (??). For x ∈ H, we have

Resω(x)
(2)
= Resω(2)(1⊗ x)

(3)
= (ω ⊗ ω(2)) ◦ µ13(∆⊗∆)(1 ⊗ x)

If we write ∆x =
∑

(x) x
(1) ⊗ x(2) using Sweedler’s notation (??), this reduces to

∑

(x)

(ω ⊗ ω(2)) ◦ (x(1) ⊗ 1⊗ x(2))
(2)
=
∑

(x)

ω(x(1))⊗ ω(x(2)) = (ω ⊗ ω) ◦∆(x) .
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10. Blow-ups and mixed Hodge structures

10.1. Hypersurfaces. Fix a 1-scale graph G with N edges. For any subgraph or
quotient graph γ of G, the graph hypersurface Xγ = V (ψγ) ⊂ PN−1 is defined to
be the zero locus of the graph polynomial ψγ (using convention (??)). If F is a flag
of divergent subgraphs in G, define a family of hypersurfaces

Xs
γF⊗G/γF

= V (ΥγF⊗G/γF (s)) ⊂ PN−1 ,

over P1, with coordinate s. If G has at most logarithmically divergent subgraphs,
define Xtot

G,s ⊂ PN−1 to be the union of the graph hypersurfaces XγF , XG/γF , and
Xs
γF⊗G/γF

, as F ranges over the set of flags of divergent subgraphs of G. By

definition (??), ωren
G (s) ∈ ΩN−1(PN−1\Xtot

G,s). Recall from (??) that σG is the

standard coordinate simplex, and write DI = LI ∩σG for all I ⊂ E(G). It is known
by [?], Proposition 3.1 and Lemma 7.1, that

(207) XG ∩DI 6= ∅ ⇐⇒ DI ⊂ XG ⇐⇒ hI > 0 .

There is an obvious generalization for the hypersurfaces Xs
γF⊗G/γF

.

Lemma 36. Let G,F be as above, and let s > 0. The following are equivalent:

(1) Xs
γF⊗G/γF

∩DI 6= ∅.

(2) DI ⊂ Xs
γF⊗G/γF

.

(3) hIγF + hIG/γF > 0 or εγF (I) = εG/γF (I) = 1.

(4) The subgraph of c(γF , G/γF ) defined by the edges I contains a loop.

In particular, XγF ∩DI ⊂ Xs
γF⊗G/γF

∩DI and XG/γF ∩DI ⊂ Xs
γF⊗G/γF

∩DI .

Proof. Since ΥγF ;G/γF (s) has positive coefficients, Xs
γF⊗G/γF

meets DI if and only

if LI ⊂ Xs
γF⊗G/γF

. By (??), this occurs if and only if hIγF +hIG/γF +εγF (I)εG/γF (I)

is positive, which is in turn equivalent to (4). So (1)-(4) are equivalent. The last
part is obvious by (3) and (??). �

Thus the intersections of Xtot
G,s with σG are contained in the union of the inter-

sections of each hypersurface Xs
γ⊗G/γ with σG. Hereafter, let s > 0.

10.2. The blowup. Define the following set of subsets of edges of G:

Gdiv = {I ( E(G) : I minimal such that for some flag F of divergent

subgraphs, I ⊂ c(γF , G/γF ) contains a loop}

The set {LI : I ∈ Gdiv} is therefore the set of maximal linear coordinate spaces
whose real points are contained in Xtot

G,s ∩ σG. Define FG to be the set of all inter-

sections LI1∪...∪Ik , with Ij ∈ Gdiv, of such coordinate spaces. Following standard
practice ([?], §7), one blows up the elements in FG in strictly increasing order of
codimension. One knows that the space PG obtained in this way is well-defined.
If π : PG → PN−1 denotes the blow-up, let Y totG be the strict transform of Xtot

G

and let B be the total inverse image of the linear spaces LI under π. Then B is a
union of the strict transforms of the coordinate hyperplanes αi = 0 with exceptional
components EI for each I ∈ Gdiv, where EI is the strict transform of LI .

Proposition 37. The divisor B is normal crossing, and the strict transform of σG
in PG does not meet Y totG . No non-empty intersection of the components of B is
contained in Y totG .
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Proof. This can be proved in an identical manner to [?], Proposition 7.3 (ii), (iii)
(only part (i) of loc. cit. requires the assumption that the graph be primitive). �

Example 38. Let G be the graph γl in §??. It has one divergent subgraph γ =
{3, 4}. The circular join of G/γ and γ is the banana graph with four edges, with
graph polynomial α1α2α3+α1α2α4+α1α3α4+α2α3α4 , which meets σG along allDI

for any I ⊂ {1, 2, 3, 4}, with |I| ≥ 2. It follows that Gdiv = {{i, j}, 1 ≤ i < j ≤ 4},
and FG consists of all divisors LI where |I| ≥ 2.

Remark 39. In general, one could simply blow-up all the faces of codimension ≥ 2
for good measure. In this case the space PG admits an action of the symmetric
group on N letters which permutes the coordinates, and B has the structure of a
permutohedron with N ! vertices. In particular, there are canonical coordinates on
PG in the neighbourhood of each vertex indexed by a τ ∈ ΣN , given by

ατ1 = ατ(1) , α
τ
2 =

ατ(2)

ατ(1)
, . . . , ατN =

ατ(N)

ατ(N−1)
.

These are precisely the local coordinates in the sector decomposition of K. Hepp.

10.3. The renormalized differential form. We now apply the formalism of
§??. Let G be a labelled single-scale overall log-divergent graph with at most
log-divergent subgraphs and let H = HG be the Hopf algebra obtained by fixing
single-scale structures on its sub and co-graphs (§??). For every non-empty set
of edges I ⊂ E(G), let PI denote the projective space whose coordinates are the

Schwinger parameters of I, and let DI ⊂ Ω
|I|−1
Q(αi:i∈I)/Q

denote the subspace of regu-

lar forms of homogeneous degree 0 on a Zariski open subset of PI which are defined
over Q. Let

(208) D =
⊕

∅6=I⊂E(G)

DI

As in definition (??), set

ω(2) : HG ⊗Q HG → DE(G) ⊂ D(209)

γ ⊗ Γ 7→ ωγ⊗Γ(s) .

and define ω : HG → D by ω(G) = ω(2)(1 ⊗ G) = ΩGψ
−2
G . The total residue

Res : D→ D⊗QD is given by (??), i.e., the sum of the residues along all exceptional

divisors EI in the blow-ups of PE(G) along LI . Let

π : PG → PE(G)

denote the blow-up constructed in §??.

Theorem 40. If s > 0, the form π∗ωren
G (s) has no poles along B.

Proof. It is enough (by, for example, the proof of proposition 7.3 in [?]) to show
that π∗

Iω
ren
G (s) has no poles along EI , where πI : P I → PE(G) is the blow-up of a

single coordinate hyperplane LI . By proposition ??, it has at most simple poles.
The residue is zero by proposition ??, since properties (1) and (2) hold by (??),
and property (3) holds by proposition ??. �

Corollary 41. If s > 0, the renormalized Feynman integral converges:

fG(s) =

∫

σG

ωren
G (s) <∞ .
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Proof. Pull back the integral to PG. Thus fG(s) is the integral of π
∗ωren(s) over the

strict transform of σG, a compact polytope whose boundary is contained in B. By
the previous theorem, the poles of π∗ωren(s) are contained in Y totG,s, which does not

meet the new domain of integration by proposition ??. Thus fG(s) is the integral
of a continuous function on a compact domain, and is therefore bounded. �

10.4. The tangent mixed Hodge structure. We can therefore define the tan-
gent mixed Hodge structure of G as follows. Writing Y totG for Y totG,1, let

(210) Mot(G) = HN−1(PG\Y
tot
G , B\B ∩ Y totG ) .

The renormalized form ωren
G (1) defines a cohomology class

[π∗(ωren
G (1))] ∈ HN−1

DR (PG\Y
tot
G , B\B ∩ Y totG ) ,

and the strict transform of the simplex ∆N defines a relative homology class

[π−1(∆N )] ∈W 0HB,N−1(PG\Y
tot
G , B\B ∩ Y totG ) .

Corollary 42. The lowest log term fG of the renormalized Feynman integral of G
defines a period of the tangent mixed Hodge structure Mot(G).

It follows from the renormalization group equations that fG(s) is a polynomial in
log s, whose coefficients are (products of) periods of mixed Hodge structures (??).

11. The Renormalization group

We prove that the Feynman rules respect the renormalization group structure.

11.1. Renormalization group equations. It is convenient to define a new set
of differential forms as follows. Let λ denote any parameter, and set

νG(λ) =
φG
ψG

λ

(ψG λ+ φG)2

∏

e∈E(G)

dαe ,(211)

νγ⊗Γ(λ) =
φΓ
ψΓ

λ

(ψγ∪Γ λ+ φγ∪Γ)2

∏

e∈E(γ)∪E(Γ)

dαe ,(212)

where G and γ,Γ are labelled single-scale graphs with disjoint labels. Denote the
corresponding renormalized form by νrenG (λ) = ν(λ) ◦ R(G). The following lemma
enables us to lift the domain of integration to one dimension higher.

Lemma 43. Let G be single-scale as above. For all λ > 0 we have :

(213)

∫

σG

ωren
G (1) =

∫

[0,∞]E(G)

νrenG (λ) .

Proof. We first show that the right-hand side is convergent. For this, it is a simple
matter to check that ν1⊗G(λ) = νG(λ), and νG⊗1(λ) = 0. By a similar calculation
to proposition ?? (with the small difference that we work in affine rather than
projective space) we find that the total residue satisfies

Res ν(λ) = (ν(λ) ⊗ ν(λ)) ◦ (∆⊗∆) ,

and therefore by the general set-up of §??, the integral is convergent. The proof of
the lemma uses the fact that for any A,B > 0, we have

(214)
1

AB
=

∫ ∞

0

dλ

(Aλ+B)2
.
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Now let σεG = {(α1 : . . . : α|E(G)|) ∈ P|E(G)|−1 : αi ≥ |ε|}, and write the left hand
side of (??) as a limit

∫

σG

ωren
G (1) = lim

ε→0+

∫

σεG

ωren
G (1) .

Writing the preparation map R(G) = 1⊗G+
∑
γ aγ γ ⊗G/γ, we obtain

∫

σεG

ωren
G (1) =

∫

σεG

ΩG
ψ2
G

+
∑

γ

aγ

∫

σεG

φG/γ ΩG

ψγψ2
G/γφγ∪G/γ

.

Since σεG does not meet the coordinate hyperplanes, the graph polynomials are
strictly positive on σεG and we can apply (??) with (A,B) = (ψG, φG) to the first
factor and with (A,B) = (ψγ∪G/γ , φγ∪G/γ) to the factors in the sum. This gives

∫

σεG

∫ ∞

0

φG
ψG

ΩG dλ

(ψG λ+ φG)2
+
∑

γ

aγ

∫

σεG

∫ ∞

0

φG/γ

ψG/γ

ΩG dλ

(ψγ∪G/γ λ+ φγ∪G/γ)2
.

We can take the limit as ε→ 0:
∫

σG

∫ ∞

0

(φG
ψG

1

(ψG λ+ φG)2
+
∑

γ

aγ
φG/γ
ψG/γ

1

(ψγ∪G/γ λ+ φγ∪G/γ)2

)
ΩG dλ

since the right-hand side of the integrand (viewed as an integral on P|E(G)|−1×A1)
is convergent, by the usual arguments. The integrand defines a projective integral
on P|E(G)| with projective coordinates (α1 : . . . : αE(G) : λ) if we replace ΩG dλ
with ΩG dλ+ λ

∏
i dαi. Restricting to any hyperplane λ = constant gives an affine

integral which is precisely the right-hand side of (??). �

Proposition 44. Let G1, G2 denote single-scale graphs with at most logarithmic
subdivergences, and denote their images under the preparation map R by

R(Gi) =
∑

γi

aγiγi ⊗Gi/γi ,

where aγi = ±1, the sum is over all flags of (possibly empty) divergent subgraphs
γi ⊂ Gi (??) and i = 1, 2. If G1, G2 have distinct labels and s > 0 then we have

∫

σG1

ωren
G1

(1)×

∫

σG2

ωren
G2

(s) =(215)

∫

σG1∪G2

∑

γi⊂Gi

aγ1aγ2
φG1/γ1φG2/γ2

ψG1/γ1ψG2/γ2

sΩG1∪G2(
Υγ1∪γ2;G2/γ2(s)

)2 ,(216)

where all integrals are convergent.

Proof. The two integrals in the first line of (??) are convergent by theorem ??. To
check the convergence of (??), write

(217) ω
(4)
γ1⊗γ2⊗γ3⊗γ4(s) =

φγ2
ψγ2

φγ4
ψγ4

sΩγ1∪...∪γ4
Υ2
γ1∪γ2∪γ3;γ4(s)

and verify, by a similar computation to lemma ?? that ω(4) has at most simple
poles along exceptional divisors EI and that its total residue is

Resω(4)(s) = (ω ⊗ ω(4)) ◦ µ1357 ◦ (∆⊗∆⊗∆⊗∆) .
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where µ1357(γ1 ⊗ . . . ⊗ γ8) = γ1γ3γ5γ7 ⊗ γ2 ⊗ γ4 ⊗ γ6 ⊗ γ8. The integrand in (??)
is given by ω(4)(s) ◦ (R⊗R)(G1 ⊗G2). We have

Resω(4) ◦ (R ⊗R) = (ω ⊗ ω(4)) ◦ µ1357 ◦ (∆⊗∆⊗∆⊗∆) ◦ (R ⊗R)

= (ω ⊗ ω(4)) ◦ µ14

(
(µ13 ◦ (∆⊗∆) ◦R)⊗ (µ13 ◦ (∆⊗∆) ◦R)

)

= (ω ⊗ ω(4)) ◦ µ14(1⊗R⊗ 1⊗R)

= ω(1)⊗ ω(4)(R ⊗R) = 0

The third equality follows from the fact that ω(4)(γ1⊗γ2⊗γ3⊗1) = 0 and theorem
??, and the vanishing of the last line follows from ω(1) = 0. Using the positivity of
graph polynomials (since s > 0), we prove as in corollary ?? that (??) converges.
For the proof of the main identity, write

∫

σG2

ωren
G2

(s) = lim
ε→0

(∫

σεG2

ωG2 +
∑

∅6=γ2⊂G2

aγ2

∫

σεG2

ωγ2⊗G2/γ2(s)
)
,

where σεG2
= {(α1 : . . . : α|E(G2)|) ∈ P|E(G2)|−1 : αi ≥ |ε|}. Multiply this expression

through by ∫

σG1

ωren
G1

(1) =

∫

[0,∞]E(G1)

νrenG1
(λ) ,

which holds by lemma ?? for any λ > 0. Thus, for any choice of λγ2 ’s, we have

(??) = lim
ε→0

(∫

Xε

νrenG1
(λG2) ∧ ωG2 +

∑

γ2⊂G2

aγ2

∫

Xε

νrenG1
(λγ2) ∧ ωγ2⊗G2/γ2(s)

)
,

where the domain of integration Xε = [0,∞]E(G1) × σεG2
. Now substitute

λG2 =
s φG2

ψG2

and λγ2 =
Υγ2;G2/γ2(s)

ψγ2∪G2/γ2

.

Directly from the definitions, one verifies that

νγ1⊗G1/γ1(λγ2) ∧ ωγ2⊗G2/γ2(s) =
φG1/γ1φG2/γ2

ψG1/γ1ψG2/γ2

s
∏
e∈E(G1)

dαe ∧ ΩG2(
Υγ1∪γ2;G2/γ2(s)

)2 .

By a similar calculation involving νG1(λ) and so on, we conclude that

(??) = lim
ε→0

(∫

Xε

∑

γi⊂Gi

aγ1aγ2
φG1/γ1φG2/γ2

ψG1/γ1ψG2/γ2

s
∏
e∈E(G1)

dαe ∧ ΩG2(
Υγ1∪γ2;G2/γ2(s)

)2
)
.

Projectivising the integral on the right-hand side gives (??). Therefore the limit
ε = 0 is finite and equal to (??). �

Definition 45. Let γ,Γ be labelled single-scale graphs with disjoint labels. Let

(218) ωγ⊗Γ(s) = s
∂

∂s
ωγ⊗Γ(s) =

φγφΓ
ψγψΓ

s
(
sψγφΓ + φγψΓ

)2 .

In particular, ω1⊗Γ(s) = 0. The following lemma is immediate.

Lemma 46. Let γ1, . . . , γn be connected 1-scale graphs, and γ = ∪iγi. Then

(219)
φγ
ψγ

=
n∑

i=1

φγi
ψγi

.
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Proposition 47. Let Γ be a connected single-scale graph with at most logarithmic
subdivergences as above, and write ∆′Γ =

∑
γ γ ⊗ Γ/γ. Then

(220)

∫

σΓ

ωren
Γ (s) =

∑

γ⊂Γ

∫

σγ

ωren
γ (1)×

∫

σΓ/γ

ωren
Γ/γ(s) .

Proof. If a1, . . . , an ∈ H are graphs, then lemma ?? implies that

(221)
∑

1≤i≤n

ω
(4)
a1...ai−1⊗ai⊗ai+1...an⊗b

(s) = ωa1...an⊗b(s)

where empty products are defined to be 1, e.g., ω
(4)
1⊗a1⊗1⊗b = ωa1⊗b(s). Viewed as

an equality of elements in Hom(H ⊗Q H,R), proposition ?? states that:

µ ◦ (fG1(1)⊗ fG2(s)) =

∫

σG1∪G2

ω(4)(s) ◦ (R⊗R) ◦ (G1 ⊗G2) .

Apply both sides to ∆′(Γ) ∈ H⊗QH . The left-hand side equates to the right-hand
side of (??). By (??) and lemma ??, the integrand on the right-hand side is

ω(4)(s) ◦ (R⊗R) ◦∆′(Γ) = ω(s) ◦R(Γ) = ωren
Γ (s) ,

which therefore gives equation (??). �

11.2. Group equations with angular dependence. The proof of the group
equations essentially only uses (??) together with some formal properties of the
map R. As a result the proof of the renormalization group equations also goes
through in the case when φ has non-trivial angular dependencies.

12. Quadratic subdivergences

We treat the general case of graphs in massless φ4 with arbitrary subdivergences.

12.1. Single-scale graphs with quadratic subdivergences. Let G be a con-
nected graph in φ4 theory, and let q ( G be a connected, 1PI subgraph with
sd(q) = 1. The crucial feature of quadratic subdivergences is that, by remark
??, they have exactly two 3-valent vertices, and two external edges, or connectors,
which we denote by {eq, fq} ∈ G\q. Thus q inherits a unique single-scale structure.

We define a squashing ofG to be the choice, for every q a 1PI connected quadratic
subgraph, of an ordered pair of connectors (eq, fq) such that fq1 6= fq2 for all q1 6= q2.
It is easy to verify (e.g. as a consequence of corollary ?? below) that such a structure
always exists. We define the squashed graph by:

(222) G = G/ ∪q fq

Note that G has vertices of arbitrary degree. The image q in G of a quadratic
subgraph q in G can have 0 or 1 connectors.

Definition 48. A single-scale graph with quadratic subdivergences is a labelled
graph G with a choice of squashing. A tadpole-free subdivergence of G is a subgraph
γ ( G such that γ is 1PI, divergent and

εq(γ) = 0 for all q ) γ ,(223)

where q ranges over the set of quadratic (sd(q) = 1) connected 1PI subgraphs of G.
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The condition (??) ensures that in the cograph G/γ the connectors of q remain
unjoined (no tadpoles are spawned). To construct a Hopf algebra from this, we
proceed as before. Let G be a 1-scale graph with quadratic subdivergences and
suppose that for every divergent tadpole-free subgraph Γ of G there is a choice of
two distinguished connectors giving it a 1-scale structure, in a such a way that for
all γ ⊂ Γ divergent and tadpole-free, we have

(224) εΓ(γ) = 0 .

This guarantees that the cographs Γ/γ have a well-defined single-scale structure.
For any such labelled single-scale graph G, let HG denote the (loop-number

graded) Q-vector space spanned by its tadpole-free divergent subgraphs and their
cographs. We therefore have a well-defined map

∆ : HG −→ HG ⊗Q HG

Γ 7→
∑

γ

γ ⊗ Γ/γ(225)

where the sum is over all tadpole-free subdivergences (??). It is well known that
this map is coassociative and hence defines a Hopf algebra.

12.2. General massless Feynman rules. With G as above, and γ, Γ in HG,
where γ is not necessarily connected, define differential forms as follows:

ωG =
( ∏

q⊆G

φq
ψq

) ΩG
ψ2
G

,(226)

ωγ⊗Γ(s) =
(∏

q⊆γ

φq
ψq

)( ∏

q⊆Γ

φq
ψq

) s φΓ
ψγψ2

Γ
Υγ;Γ(s)

Ωγ∪Γ ,

where the products are over all connected 1PI quadratically-divergent subgraphs q.
Note that the forms are in the edge variables of γ,Γ, and not γ,Γ. Obviously,

(227) ωγ⊗1(s) = 0 and ω1⊗Γ(s) = ωΓ .

Define renormalized Feynman rules as follows. Given Γ ∈ HG, write as usual

∆(Γ) = 1⊗ Γ +

n∑

i=1

ai γi ⊗ Γ/γi ∈ HG ⊗Q HG ,

and let ωren = ω ◦R, i.e., define

ωren
Γ = ωΓ +

n∑

i=1

ai ωγi⊗Γ/γi(s) .

The renormalized Feynman integral is then

(228) fΓ(s) =

∫

σΓ

ωren
Γ (s) .

We show below that (??) converges and satisfies renormalization group equations
(theorem ?? and §??). As previously, we write fΓ = fΓ(1) for the lowest log term.

Example 49. Consider the graphs with nested quadratic subdivergences below.
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Γ γ
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1 2

3

4

Γ/γ

A squashing of this graph is determined by choosing one of the connectors of the
subgraph γ. Let it be edge 1. The squashed graphs Γ, γ,Γ/γ are obtained from the
graphs above by contracting edge 1. The renormalized integral is:

fΓ(s) =

∫

σΓ

ωren
Γ (s) =

∫

σΓ

(φγ
ψγ

φΓ
ψ3
Γ

−
φγ
ψ2
γ

φ2
Γ/γ

ψ3
Γ/γ

s

Υγ;Γ/γ(s)

)
ΩΓ

where Υγ;Γ/γ(s) = ψγφΓ/γ s+ ψΓ/γφγ , and all other polynomials are:

ψγ = α5α6 + α5α7 + α6α7 , φγ = α5α6α7 ,

ψΓ/γ = α2α3 + α2α4 + α3α4 , φΓ/γ = α2α3α4 ,

ψΓ = ψγψΓ/γ + (α3 + α4)α5α6α7 , φΓ = ψγφΓ/γ + α3α4α5α6α7 .

Note that in general, the graph polynomial of Γ is obtained from that of Γ by
setting the Schwinger parameters of the squashed edges to 0.

12.3. The single-scale Hopf algebra in the general case. The structure of the
Hopf algebra is particularly simple: quadratic subdivergences have no non-trivial
overlaps with any other subdivergences and can be separated off.

Lemma 50. Let q1 ( q2 be nested quadratic subdivergences. Then εq2(q1) = 0.

Proof. Let v1, v2 denote the two 3-valent vertices of q2 and denote its connectors
by e1, e2. If εq2(q1) = 1, there exists a path from v1 to v2 which is contained in q1
and so q1 contains v1, v2. Since q1 has exactly two 3 valent-vertices (which must
be v1, v2) and all other vertices of q1 are 4-valent there can be no edge e of q2
which does not already lie in q1, and therefore q1 = q2. So q1 ( q2 implies that
εq2(q1) = 0. �

Quadratic subdivergences are always tadpole-free.

Lemma 51. Let I be a connected, divergent 1PI subgraph of G. Then the following
two statements are equivalent:

(1) I is tadpole-free (??) ,
(2) For all connected 1PI quadratic subgraphs q of G, one of the following holds:

(229)





(i) I ∩ q = ∅ ,
(ii) I ⊇ q ,
(iii) I ( q and εq(I) = 0 .

Proof. Clearly (2) implies (1). In the other direction, let q be a connected quadratic
1PI subgraph ofG. Denote its connectors by {e1, e2}. Since I is 1PI, the intersection
I ∩ {e1, e2} consists of 0 or 2 elements. Suppose that I ∩ {e1, e2} = ∅. Since I is
connected, either I ∩ q = ∅ or I is contained in q, and (2) holds. Now suppose that
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e1, e2 ∈ I. In this case, write I as a two-edge join I = Iq ∪ {e1, e2} ∪ A, where
Iq = I ∩ q and A is defined to be the complement of q ∪ {e1, e2} in I. Suppose that
Iq is strictly contained in q, for otherwise, I ⊇ q and (2) holds. By power counting,

(230) sd(A) + sd(Iq) = sd(I) ≥ 0 .

If Iq is quadratic, then since I is connected and contains the connectors of e1, e2,
εq(Iq) = 1, which contradicts lemma ??. Therefore Iq is at most logarithmically
divergent which implies by (??) that sd(A) ≥ 0. Therefore the graph Q = I ∪ q is
quadratically divergent, since sd(Q) = sd(A)+ sd(q) ≥ 1, and therefore sd(Q) = 1.
But Q strictly contains I and satisfies εQ(I) = 1, which contradicts (1). Therefore
we must have had Iq = q, which completes the proof. �

Corollary 52. Let q1, q2 be connected 1PI quadratic subdivergences in G. Then
they cannot overlap non-trivially: either q1 ∩ q2 = ∅, q1 ⊆ q2, or q2 ⊆ q1.

Proof. This follows immediately from lemmas ?? and ??. �

One can deduce from this the fact that ∆ is coassociative.

12.4. Inflating a squashed graph. The Hopf algebra is phrased in terms of the
original graph G, but the Feynman rules are expressed in terms of the squashed
graph G. To compute the poles of the forms (??) in terms of HG, we therefore
require a correspondence between subgraphs of G and certain subgraphs of G.

Definition 53. Let G be as above. If I ⊂ G, let QI denote the set of connected
1PI quadratic subgraphs q ⊂ G such that εq(I) = 1. Define Iℓ to be the smallest
subgraph of G which contains I and satisfies

(231) |Iℓ ∩ {eq, fq}| ∈ {0, 2} for all q ∈ QI .

It is clear that Iℓ = I, but note that Iℓ is not necessarily connected, even if I is.
We shall call Iℓ the inflation of the graph I ⊂ G.

For divergent graphs, the condition (??) is equivalent to being 1PI.

Lemma 54. Let J ⊂ G be divergent. Then

J = (J)ℓ ⇔ J is 1PI .

Proof. Suppose that J ⊂ G is divergent but not 1PI. Then there is an edge e ∈ J
such that J\e has two components, A and B. Since sd(J) ≥ 0, it follows that at
least one component, say A, is quadratic. We can assume that A is 1PI connected.
Necessarily εA(J) = 1, but J only contains one connector of A, namely the edge
e, which violates (??). Therefore if J is of the form Iℓ for some I, then it is 1PI.
Conversely, suppose that J is 1PI. Then J contains J and is the minimal such
graph satisfying condition (??), since if there is a quadratic subgraph q such that
the intersection J ∩ {eq, fq} has exactly one element e, then J\e has one more
component than J . �

Remark 55. Suppose that Q ⊂ G is a connected 1PI quadratic subgraph such that
εQ(I

ℓ) = 1 but Iℓ ∩ {eQ, fQ} = ∅. If Iℓ is not contained in Q then Iℓ has at least
two components: Iℓ = IℓQ ∪ I

ℓ
Qc where IℓQ = Iℓ ∩ Q and IℓQc ⊂ G\(Q ∪ {eQ, fQ}).

By repeating this for all such subgraphs Q, we obtain a decomposition of Iℓ into
disjoint (but not necessarily connected) pieces Iℓ = ∪iIℓ,i.
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Lemma 56. For any I ⊂ G, and A ⊂ G a single-scale subgraph, we have εA(I) =

ε
A
ℓ(Iℓ). Let Q, IℓQ, I

ℓ
Qc be as in remark ??. Then for any connected quadratic 1PI

subgraph q of G we have

(232) εq(I
ℓ) = εq(I

ℓ
Q) + εq(I

ℓ
Qc) .

Proof. For the first part, it is obvious that εA(I
ℓ) = 1 implies that εA(I) = 1.

In the opposite direction, suppose that εA(I) = 1. Then there exists a path γ

connecting the two distinguished vertices of A. If q is quadratic such that eq ∈ I
and such that εq(γ ∩ q) = 1 then we must have eq ∈ γ. Hence γ ∪ {eq, fq} is a path
in I ∪ {fq} which connects the distinguished vertices of A ∪ {fq}. Continuing by
induction it follows that γℓ ⊂ Iℓ connects the distinguished vertices of Aℓ.

For the second part, we know by corollary ?? that either q ∩ Q = ∅, Q ( q, or
q ⊆ Q. In the first two cases, clearly εq(I

ℓ
Q) = 0 and we have εq(I

ℓ) = εq(I
ℓ
Qc). In

the third case we have εq(I
ℓ
Qc) = 0 and εq(I

ℓ) = εq(I
ℓ
Q). �

12.5. Location of the poles. We compute the orders of the poles of the forms
(??) along the exceptional divisors EI where I ⊂ E(G), and relate this to Iℓ.

Lemma 57. Let G be as above, and let I be a connected 1PI subset of edges of G.
Let F be a flag of (tadpole-free) divergent subgraphs of G, and let γF be defined by
(??). Then ωγF⊗G/γF (s) has a pole along EI of order 1 + p(I), where

(233) p(I) = 2 hIγF + 2 hIG/γF
− |I| − εγF⊗G/γF

(I)−
∑

q

εq(I) ,

and where the sum is over all connected 1PI quadratic subgraphs q of G.

Proof. It follows from (??) and the definition of ε that

(234) vI

(∏

q

φq
ψq

)
=
∑

q

εq(I) .

By the calculations in §??, the valuation along LI is given (cf (??)) by

−vI
( s φΓ/γF
ψγFψ

2
Γ/γF

ΥγF ;Γ/γF
(s)

ΩΓ

)
= 2 hIγF + 2 hIG/γF

− εγF⊗Γ/γF
(I) .

Using the fact (corollary ??) that there is a bijection between quadratic connected
1PI subgraphs of G and those of γF , G/γF , the result follows from the two previous
expressions and (??). �

Lemma 58. Let G, I, F, γ be as in the previous lemma. Maximally decompose Iℓ

into components Iℓ,1 ∪ . . . ∪ Iℓ,m according to remark ??. Then

(235) p(I) =

m∑

i=1

(
sd(Iℓ,iγF ) + sd(Iℓ,iG/γF )−

∑

Iℓ,i⊆q

εq(I
ℓ,i)
)
.

In particular, ωγF⊗G/γF (s) has at most simple poles along exceptional divisors EI
indexed by I such that IℓγF , I

ℓ
G/γF

are divergent, tadpole-free, and IℓG/γF ( G/γF .

Proof. By lemmas ?? and ??, we can write

p(I) = 2hIγF + 2hIG/γF
− |I| − εγF⊗G/γF (I

ℓ)−
∑

q

εq(I
ℓ) .
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By definition of the inflation map, we have

|Iℓ,i| − |Iℓ,i| =
∑

Iℓ,i 6⊆q

εq(I
ℓ,i) .

Since inflation does not change the number of loops, we have by (??):

p(I) =
∑

i

(
2hIℓ,iγF

+ 2hIℓ,i
G/γF

− |Iℓ,i| −
∑

Iℓ,i⊆q

εq(I
ℓ,i)
)
− εγF⊗G/γF (I

ℓ)

=
∑

i

(
sd(Iℓ,iγF ) + sd(Iℓ,iG/γF )−

∑

Iℓ,i⊆q

εq(I
ℓ,i)
)
− εγF⊗G/γF (I

ℓ) .

Now observe that every term

sd(Iℓ,iγF ) + sd(Iℓ,iG/γF )−
∑

Iℓ,i⊆q

εq(I
ℓ,i)

is ≤ 0. If sd(Iℓ,iγF ) = sd(Iℓ,iG/γF ) = 0 this is obvious, and one verifies that if

{sd(Iℓ,iγF ), sd(I
ℓ,i
G/γF

)} = {0, 1} then in each case, Iℓ,i is a quadratic 1PI graph,

and εq(I
ℓ,i) = 1 for q = Iℓ,i. One cannot have sd(Iℓ,iγF ) = sd(Iℓ,iG/γF ) = 1. Therefore

the pole of ωγF⊗G/γF (s) along EI is at most simple, and this only happens when ev-

ery Iℓ,iγF , I
ℓ,i
G/γF

are divergent,
∑
Iℓ,i(q εq(I

ℓ,i) = 0, and εγF⊗G/γF (I
ℓ) = 0. In other

words, Iℓ is a union of tadpole-free graphs, and by assumption (??), εγF⊗G/γF (I
ℓ)

vanishes in this case provided that IG/γF ( G/γF . As in the proof of corollary ??,
there is no pole when IG/γF = G/γF . Therefore we have shown that the poles are
simple, and are in one-to-one correspondence with the set of pairs of tadpole-free
divergent subgraphs IℓγF ⊂ γF and IℓG/γF ( G/γF . �

Since by lemma ??, divergent inflated subgraphs of G are the same as 1PI diver-
gent subgraphs of G, the poles of ωG are indeed indexed by 1PI divergent tadpole-
free subgraphs of G, and hence by the terms in the definition of the coproduct.

12.6. Residues and proof of convergence.

Proposition 59. Let F be a flag of divergent subgraphs in G, and let I be a
strict subset of edges in G. The form ωγF⊗G/γF (s) has a simple pole along the

exceptional divisor EI if and only if IℓγF , I
ℓ
G/γF

are divergent 1PI and tadpole-free,

and IℓG/γF ( G/γF . Then the residue is

(236) ResEI ωγF⊗G/γF (s) = ωIℓγF ∪Iℓ
G/γF

⊗ ωγF /Iℓ⊗G/(γF∪Iℓ)(s) .

Proof. Let q be any 1PI connected quadratic subgraph of G. It follows from (??)
and (??) that to leading order in the I-variables:

φq
ψq
−→





φq
ψq
⊗ 1 if q ⊆ Iℓ

1⊗ φq
ψq

if q ∩ Iℓ = ∅

1⊗
φq/I
ψq/I

if Iℓ ( q and εq(I
ℓ) = 0

where, following lemma ??, the left hand side of the tensor corresponds to the I
variables, and the right-hand side to the Ic variables. It follows that

(237)
∏

q⊆G

φq
ψq
−→

( ∏

q⊆Iℓ

φq
ψq

)
⊗
( ∏

q⊆G/Iℓ

φq
ψq

)
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after applying lemma ?? to every connected component of Iℓ, since every quadratic
subdivergence q corresponds to one of the three cases of (??), and there is a bi-
jection between 1PI connected quadratic subdivergences of G and those of Iℓ and
G/Iℓ. Now apply (??) to the definition (??). The result follows by an identical
computation to proposition ??. �

By the standard properties of the coproduct, and the argument given in propo-
sition ??, for any flag F of divergent subgraphs of Γ, the total residue is

(238) ResωγF⊗Γ/γF (s) = (ω1 ⊗ ω23) ◦ µ13(∆⊗∆)(γF ⊗ Γ/γF ) ,

where (ω1 ⊗ ω23)(x ⊗ y ⊗ z) = ωx ⊗ ωy⊗z(s) . Note that in this formula, the
residue corresponding to a term I is the residue along the divisor indexed by the
squashed graph I. By (??) and (??), the forms (??) satisfy our hypotheses (??)
for renormalization. Since the denominators ψq of the quadratic correction factors
are polynomials with positive coefficients, we conclude that:

Theorem 60. The form ωren
Γ (s) has no poles along any exceptional divisors EI ,

and therefore the renormalized integral (??) is convergent.

The proof is similar to the proof of theorem ??.

12.7. Renormalization group equations: quadratic case. The proof of the
group equations is essentially identical to §??. We summarize the main steps. For
any graph γ ∈ HG define the quadratic correction factor by

(239) Qγ =
∏

q⊆γ

φq
ψq

where the product is over all 1PI connected quadratic subgraphs q ⊆ γ. In addition
to the data of the forms (??), define for any λ > 0,

νγ⊗Γ(s) = QγQΓ
φΓ
ψΓ

λ

(ψγ∪Γ λ+ φγ∪Γ)2

∏

e∈E(γ)∪E(Γ)

dαe ,(240)

ω
(4)
γ1⊗γ2⊗γ3⊗γ4(s) = Qγ1Qγ2Qγ3Qγ4

φγ2
ψγ2

φγ4
ψγ4

Ωγ1∪...∪γ4
Υ2
γ1∪γ2∪γ3;γ4(s)

.(241)

and extend by linearity to H⊗QH and H⊗4 respectively. The proof is now identical
to the log-divergent case since the correction terms (??) completely factor out of
every equation. In brief: the forms νren(λ) are pole-free along the EI , and we have

∫

σG

ωren
G (1) =

∫

[0,∞]E(G)

νrenG (λ) .

as before. The proof is the same as lemma ??. The analogue of proposition ?? is
∫

σG1

ωren
G1

(1)×

∫

σG2

ωren
G2

(s) =

∫

σG1∪G2

ω
(4)
R(G1)⊗R(G2)

(s)

Finally, it is clear from the definition and the property Qγ1∪γ2 = Qγ1Qγ2 that

∑

1≤i≤n

ω
(4)
a1...ai−1⊗ai⊗ai+1...an⊗b

(s) = s
∂

∂s
ωa1...an⊗b(s) ,

as in (??). Thus the proof of proposition ?? goes through as before and we obtain
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Theorem 61. The Feynman rules (??) define a cocharacter on HG. Equivalently,
the renormalization group equations hold for graphs with quadratic subdivergences:∫

σΓ

s
∂

∂s
ωren
Γ (s) =

∑

γ⊂Γ

∫

σγ

ωren
γ (1)×

∫

σΓ/γ

ωren
Γ/γ(s) .

for all Γ ∈ HG.

The first part of the theorem follows from the second, by proposition ??.

Remark 62. These are still the renormalization group equations for massless di-
agrams. In the presence of masses the result Thm. ?? is a polynomial in squared
masses. Repeating the analysis term by term for the coefficient functions verifies
the full Callan-Symanzik equations, as expected.

12.8. The tangent motive in the general case. The definition of the mixed
Hodge structure corresponding to G in the general case is similar to the case when
G has at most logarithmic subdivergences, if we include extra hypersurfaces Xq

for each quadratic 1PI connected subgraph q in the definition of Xtot
G,s. Then only

the differential form ωren
G (s) changes. Thus we can define Mot(G) via (??), define

framings in the same manner, and conclude that fG is its period, in all cases.

13. Reminders on Hopf algebras

13.1. Basic definitions. Consider any commutative, graded Hopf algebra

H =
⊕

n≥0

Hn

over a field k of characteristic zero, where H0 = k. Denote the multiplication by
µ2 : H⊗kH → H , and more generally let µn : H⊗n → H denote the multiplication
of n elements. We frequently write y1 . . . yn as a shorthand for µn(y1⊗ . . .⊗ yn) for
simplicity. If the coproduct is denoted ∆ : H → H ⊗k H , the reduced coproduct is
defined by ∆′, where ∆′ = ∆− 1⊗ id− id⊗ 1. It satisfies

(242) ∆′(Hn) ⊆
⊕

p+q=n,p≥1,q≥1

Hp ⊗k Hq .

For n ≥ 1, consider the maps

∆(n) : H → H⊗n+1

obtained by setting ∆(1) = ∆′ and iterating the reduced coproduct:

∆(n) = (id⊗∆(n−1)) ◦∆′ = (∆(n−1) ⊗ id) ◦∆′ for n ≥ 2 ,

The maps ∆(n) are well-defined by the coassociativity of ∆. For any element x ∈ H ,
we shall sometimes use the following version of Sweedler’s notation and write

(243) ∆(n)(x) =
∑

(x)

x(1) ⊗ . . .⊗ x(n+1) ,

where by (??), all elements x(i) have degree ≥ 1.

Definition 63. The coradical filtration is the increasing filtration defined by

H(i) = {x : ∆(i)x = 0}

where i ≥ 1, and H(0) = k. The set of primitive elements in H are the elements in
H(1), i.e., which satisfy ∆x = 1⊗ x+ x⊗ 1.
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The Hopf algebras we consider in this paper (Hopf algebras of graphs or trees)
are graded with respect to the coradical filtration, i.e., ∆ is homogeneous with
respect to the grading associated to the coradical filtration.

13.2. The preparation map.

Definition 64. The preparation map R : H → H ⊗k H is defined by

(244) R = 1⊗ id+
∑

n≥1

(−1)n(µn ⊗ id)∆
(n) ,

where µ1 = id. It is well-defined since by (??) the sum on the right-hand side
terminates when applied to any element in H .

It is convenient to set R0 = 1⊗ id, and Rn = (−1)n(µn ⊗ id)∆(n) for all n ≥ 1.
By Sweedler’s notation (??), we can write for n ≥ 1 and x ∈ H ,

(245) Rn(x) = (−1)n
∑

(x)

x(1) . . . x(n) ⊗ x(n+1) .

One can also define R recursively in the following way.

Lemma 65. Using Sweedler’s notation (??), the map R satisfies

(246) R(x) = 1⊗ x−
∑

(x)

µ(R(x(1)))⊗ x(2) .

Proof. This follows immediately from Rn = −(µ ◦Rn−1 ⊗ id) ◦∆′. �

Since H is commutative and graded, the antipode S : H → H is S = −µ ◦R.

13.3. Renormalization property of R. Consider the map defined by:

µ13 : H⊗4 −→ H⊗3(247)

x1 ⊗ x2 ⊗ x3 ⊗ x4 7→ x1x3 ⊗ x2 ⊗ x4

The following theorem is the main mechansim for the cancellation of poles in renor-
malization. For want of a suitable reference, we give a complete proof here.

Theorem 66. The preparation map satisfies the following equation:

(248) µ13 ◦ (∆⊗ (∆− id⊗ 1)) ◦R = 1⊗R .

Proof. By definition (??), the left-hand side of (??) is given by
∑

n≥0

(−1)nµ13(∆µn ⊗ (∆− id⊗ 1)) ◦∆(n) ,

where µ0 = id and ∆(0) = 1⊗id. Since ∆ is a homomorphism, this can be rewritten:

(249)
∑

n≥0

(−1)nµ̃n(∆
⊗n ⊗ (∆− id⊗ 1)) ◦∆(n) ,

where µ̃n : H⊗2n → H⊗3 is the map defined by

µ̃n(y1 ⊗ . . .⊗ y2n) = y1y3 . . . y2n−1 ⊗ y2y4 . . . y2n−2 ⊗ y2n .

Now let x ∈ H , and write out the following terms

(∆⊗n ⊗ (∆− id⊗ 1)) ◦∆(n)(x) =

(250) ((∆′ + id⊗ 1 + 1⊗ id)⊗n ⊗ (∆′ + 1⊗ id)) ◦∆(n)(x)
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using Sweedler’s notation (??). When n = 0, (??) gives

(251) 1⊗ 1⊗ 1⊗ x+
∑

(x)

1⊗ 1⊗ x(1) ⊗ x(2) ,

and when n = 1 (??) has the following six terms:
∑

(x)

(1⊗ x(1) ⊗ 1⊗ x(2) + 1⊗ x(1) ⊗ x(2) ⊗ x(3) + x(1) ⊗ 1⊗ 1⊗ x(2) +(252)

x(1) ⊗ 1⊗ x(2) ⊗ x(3) + x(1) ⊗ x(2) ⊗ 1⊗ x(3) + x(1) ⊗ x(2) ⊗ x(3) ⊗ x(4))

The general expression can be encoded by an alphabet with three letters a, b, c,
which correspond respectively to the maps 1⊗ id, id⊗ 1, and ∆′. For any word in
the letters {a, b, c} of length n not ending in b, we associate a term in (??). For
this, consider the unique morphism (for the concatenation product) of monoids

φ1 : {a, b, c}× → {1, x}×

such that φ1(a) = 1x, φ1(b) = x1, and φ1(c) = xx. Now let φ2 be the map which
inserts a tensor in between all letters of a word in the letters {1, x}, and adds
superscripts to all letters x in strictly increasing order. Finally, if w ∈ {a, b, c}× is
a word with at least 2 letters, set φ(w) = φ2 ◦ φ1(w). We set φ(a) = 1⊗ 1⊗ 1⊗ x1
and φ(c) = 1⊗ 1⊗ x(1) ⊗ x(2) to agree with (??). Hence for n ≥ 2 we have

(253) φ(an) = 1⊗ x(1) ⊗ 1⊗ x(2) ⊗ . . .⊗ 1⊗ x(n)

and the six terms of (??) are φ(aa), φ(ac), φ(ba), φ(bc), φ(ca), φ(cc) in order. With
these definitions, the full expansion of (??) in Sweedler notation is just

φ((a+ b+ c)n(a+ c)) .

Therefore consider the non-commutative formal power series

T =
∑

n≥0

(−1)n(a+ b+ c)n(a+ c) ∈ Q〈〈a, b, c〉〉 .

We have shown that (??) is µ̃ ◦ φ(T ). Now it is easy to verify from the definitions
that for all (possibly empty) words w,w′ ∈ {a, b, c}×,

µ̃ ◦ φ(w cw′) = µ̃ ◦ φ(w b aw′) .

It follows that µ̃ ◦ φ(T ) = µ̃ ◦ φ(T ), where

T =
∑

n≥0

(−1)n(a+ b+ ba)n(a+ ba) ∈ Q〈〈a, b〉〉 .

This satisfies (1 + a + b + ba)T = (a + ba), which is (1 + b)(1 + a)T = (1 + b)a.
Since 1 + b (resp. 1 + a) is invertible as a non-commutative formal power series in
Q〈〈a, b〉〉, this implies that (1 + a)T = a, which has the unique solution

T =
∑

n≥1

(−1)n+1an .

Therefore, by (??), µ̃ ◦ φ(T ) reduces to
∑

n≥0

(−1)nµ̃ ◦ φ(an+1) = 1⊗ 1⊗ x+
∑

n≥1

∑

(x)

(−1)n 1⊗ x(1) . . . x(n) ⊗ x(n+1)
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which is exactly 1⊗R(x) by (??). Since H is graded commutative, all the previous
formal power series arguments are in fact finite series when evaluated on a specific
element x of H , and so this proves that (??) is equal to 1⊗R. �

13.4. Properties for the renormalization group equations.

Lemma 67. For any m,n ≥ 0, the following diagram commutes:

(254) H

Rm+n+1

��

∆′
// H⊗2

Rm⊗Rn

��

H⊗2 H⊗4
−µ3⊗idoo

Proof. In Sweedler’s notation (??), we have:

Rm+n+1(x) =
∑

(x)

(−1)m+n+1x(1) . . . x(m+n+1) ⊗ x(m+n+2) .

On the other hand, (Rm ⊗Rn) ◦∆′(x) can be written
∑

(x)

(−1)m+nx(1) . . . x(m) ⊗ x(m+1) ⊗ x(m+2) . . . x(m+n+1) ⊗ x(m+n+2) ,

which is mapped to −Rm+n+1(x) on applying µ3 ⊗ id. �

We also need the following characterization of additive cocharacters on H . Let
K be a field containing k, and let K[L] be the Hopf algebra of K-valued functions
on the additive group Ga, where L is primitive. If g ∈ K[L], write g′(L) (resp.
g′′(L)), for the usual derivative (resp. second derivative) with respect to L. Since
H and K[L] are connected, they have counits (or augmentations) which we denote
by ε : H → H0

∼= k and ε : K[L]→ K.

Proposition 68. Suppose that H is graded for its coradical filtration. Then a
homomorphism f : H → K[L] of augmented algebras is a homomorphism of Hopf
algebras if and only if

(255) f ′′
x (L) =

∑

(x)

f ′
x(1)(0)f

′
x(2)(L) ,

where ∆′(x) =
∑

(x) x
(1) ⊗ x(2), and the dependence on x is written in subscript.

Proof. Let us denote the Lie coalgebras of H and K[L] by

h =
H>0

H>0H>0
and KL ∼=

K[L]>0

K[L]>0K[L]>0

respectively, and let f : h→ KL be the map induced by f . One verifies using the
fact that H is graded for its coradical filtration, that the map f is a homomorphism
of Hopf algebras if and only if the following diagram commutes:

H

f

��

// h⊗k H

f⊗f

��

K[L] // KL⊗K K[L]
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where both horizontal arrows are given by the infinitesimal coaction (π ⊗ id) ◦∆′,
and π : H>0 → h (resp. π : K[L]>0 → KL) are the natural quotient maps. The
commutativity of the diagram is therefore equivalent to the equation

(256) (π ⊗ id) ◦∆′fx = (f ⊗ f) ◦ (π ⊗ id) ◦∆′(x)

for all x ∈ H . Using the fact that ∆′(Ln) =
∑

1≤i<n

(
n
i

)
Li ⊗ Ln−i, we see that

(π ⊗ id) ◦∆′(g(L)) = L⊗
(
g′(L)− g′(0)

)
for all g(L) ∈ K[L] ,

since the formula is linear and evidently true for g(L) = Ln. Now let x ∈ H satisfy
ε(x) = 0, where ε is the counit. Using the Sweedler notation (??), and applying
the previous equation to the left-hand side of (??), we obtain

(257) L⊗
(
f ′
x(L)− f

′
x(0)

)
=
∑

(x)

fπ(x(1))(L)⊗ fx(2)(L) .

As fπ(x(1)) = π(fx(1)(L)) is the linear term f ′
x(1)(0)L of fx(1)(L), (??) becomes

(258) f ′
x(L)− f

′
x(0) =

∑

(x)

f ′
x(1)(0)fx(2)(L) .

Since f respects the counit, fy(L) has no constant term in L for any y of degree
≥ 1, and so fy(0) = 0. Thus the constant terms on both sides of of (??) vanish,
and (??) is equivalent to its derivative with respect to L, which is simply (??). �

In the applications, H is a Hopf algebra of graphs over k = Q, the coefficient
field K is C or R, and L = log s, where s is the chosen renormalization scale.
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