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Abstract

We investigate Malliavin’s differentiability of solutions of backward stochastic
differential equations with time-delayed generators driven by Brownian mo-
tions and Poisson random measures, which are the components of a Lévy
process. In this new type of equations, a generator at time t can depend on
the past, up to time t, delayed values of a solution. For a time-delayed BSDE,
we prove existence and uniqueness of a solution for a sufficiently small time
horizon or for a sufficiently small Lipschitz constant of a generator. We study
differentiability in Malliavin sense and derive equations which are satisfied by
Malliavin derivatives. We consider differentiability both with respect to a con-
tinuous part of a Lévy process, which coincides with the notion of the classical
Malliavin derivative for Hilbert-valued random variables, and with respect to
a pure jump part, which leads to an increment quotient operator related to
Picard difference operator.
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1 Introduction

Backward stochastic differential equations was introduced in [16], and since than,
they have been thoroughly studied in the literature, see [9] or [11] and references
therein. One of the main line of research in the theory of BSDEs deals with Malli-
avin’s differentiability of a solution. There exists an interesting connection between
Malliavin’s calculus and the structure of a solution of a backward stochastic dif-
ferential equation. It is known that a solution of a BSDE driven by a Brownian
motion and without a time-delay is differentiable in Malliavin sense and that Malli-
avin derivative satisfies a linear BSDE. Moreover, a solution can be interpreted in
terms of Malliavin trace, see Proposition 5.3 in [9] or Theorem 3.3.1 in [11].

In this paper we study the equations with dynamics given by

Y(t):£+/t f(s,Ys,Zs,Us)ds—/t Z(s)dW(s)—/t Uls,z)M(ds, dz),

which can be called backward stochastic differential equations with time-delayed
generators driven by Brownian motions and Poisson random measures, which are
the components of a Lévy process. In this new type of equations, a generator f
at time s depends arbitrary on the past values of a solution (Y5, Z;,Us) = (Y(s +
u), Z(s+u),U(s+u,.))_r<u<o. Very recently, time-delayed BSDEs driven by Brow-
nian motions and with Lipschitz continuous generators have been investigated for
the the first time in [6], and in more depths in [7]. We would like to refer the inter-
ested reader to the accompanying paper 7], where results on existence of a unique
solution, examples of multiple solutions and the lack of a solution are provided, and
various properties, including a comparison principle, a measure solution, a property
of a uniform boundedness and BMO martingale property, are studied. Compared to
[7], in this work we consider an additional source of an uncertainty represented by a
Poisson random measure. We would like to point out that all results from [7] can be
extended and proved in the setting of this paper but these extensions are omitted.
Our new goal is to investigate Malliavin’s differentiability.

There are two contributions of this paper. First, we prove that that a unique
solution exists provided that a Lipschitz constant of a generator is sufficiently small
or a time horizon is sufficiently small. This is natural extension of Theorem 2.1 from
[7]. Secondly and mainly, we establish Malliavin’s differentiability of a solution of
a time-delayed BSDE, both with respect to a continuous part of a Lévy process,
which coincides with the notion of the classical Malliavin derivative for Hilbert-
valued random variables, and with respect to a pure jump part, which leads to an
increment quotient operator related to Picard difference operator. We prove that the
well-known connection between (Z,U) and Malliavin trace of Y still holds in time-

delayed equations. We adopt the definition of Malliavin derivative on the canonical



Lévy space following [21].

BSDEs without time-delays and driven by Poisson random measures have al-
ready been deeply investigated in the literature, see [3], [4] or [20], but contrary
to the case with a single Brownian motion driver, the results on Malliavin’s dif-
ferentiability have not been established yet in a satisfactory way. To the best of
our knowledge, only in [5], Malliavin’s differentiability of a solution of a forward-
backward SDE with jumps with respect to a Brownian part is considered but at the
same time, differentiability with respect to a jump part is neglected. We would like
to notice that for the first time differentiability of a solution of a BSDE with respect
to a pure jump component of a Lévy process is considered. Moreover, the analysis
is performed for a more general time-delayed equation.

We would like to point out that the relation between Malliavin’s calculus and
the structure of a solution is not only interesting from purely theoretical point. We
believe that it is worth to take an effort and prove rather technical results of this
paper as they can have real applications. Let us recall that for examle in mathe-
matical finance, a hedging strategy in a complete market corresponds to Malliavin
derivative of a wealth process, see [13]. Malliavin derivatives of Y also provides an
efficient tool for estimating norms of (Z, U). In numerics, Malliavin’s calculus may be
applied to prove regularity of trajectories and convergence of discretization schemes,
which have to used in order to solve BSDEs numerically, see [12].

This paper is structured as follows. Section 2 deals with existence and unique-
ness of a solution. In section 3 we give definitions of the canonical Lévy space and
Malliavin derivative and prove some technical lemmas. The main theorem concerning
Malliavin’s differentiability of a solution and the interpretation in terms of Malliavin

trace are given in Section 4.

2 Existence and uniqueness of a solution

We consider a probability space (2, F,P) with a filtration F = (F;)o<i<r and a
finite time horizon 7' < co. We assume that the filtration [ is a natural filtration
generated by a Lévy process L := (L(t),0 <t < T') and that F, contains all sets of
P-measure zero. As usually, by B we denote Borel sets and A stands for Lebesque
measure.

It is well-known that a Lévy process satisfies Lévy-Ito decomposition

L(t) = at + oW (t) + /Ot /Z|21 zN(ds,dz) + /Ot /0<Z|<1 2(N(ds,dz) — v(dz)ds),

for0 <t <T,witha € R,0 >0, where W := (W(t),0 <t < T) denotes a Brownian

motion and N denotes an independent random measure on [0,7] x (R —{0}). The
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random measure N
N(t,A)={0<s<t;AL(s) € A}, 0<t<T,AecB[R-{0}),

counts the number of jumps of a given size. It is called Poisson random measure as,
for a fixed ¢t € [0,7] and a set A such that its closure does not contain zero, N (¢, A) is
a Poisson distributed random variable. The measure v, defined on [0, 7] x (R—{0}),
is o-finite measure and it is the compensator for the measure N. The compensated
Poisson random measure (or martingale-valued measure) is denoted by N(t,A) =
N(t,A) —tv(A), t € [0,T],A € B(R —{0}). In this paper we deal with another

random measure

M(t,A) = /Ot/AzN(ds,dz)
= /Ot/AzN(ds,dz)—/Ot/Azu(dz)ds, 0<t<T,AcBR-{0}).

It can be called compensated compound Poisson random measure as, for a fixed
t € [0,7] and a set A such that its closure does not contain zero, fot [, 2N (ds, dz)
is a compound Poisson distributed random variable. Finally, we introduce o-finite

m(A) = /AZQV(dZ), A € B(R - {0}).

For details concerning Lévy processes, Poisson random measures and integration
with respect to martingale-valued random measures we refer the reader to Chapter
2 and Chapter 4 of [2].

In this paper we study Malliavin’s differentiability of a unique solution (Y, Z,U) :=
(Y(t), Z(t),U(t, 2))o<t<t,-c(r—{o}) of a backward stochastic differential equation with

a time-delayed generator, which dynamics is given by
T
V() = ¢+ [ Fs Y20 Uds
t

_/tT Z(s)dW (s) — /tT /R{O} U(s,z)M(ds,dz), 0<t<T, (2.1)

where the generator f depends on time-delayed, past, values of a solution denoted
by Ys == (Y(s +v))_r<v<0, Zs := (Z(s + v))—1<v<o and Uy := (U(s + v,.)) —r<v<o-
We always set Z(t) = U(t,.) = 0 and Y (t) = Y(0) for ¢ < 0. We assume that
the measure M, not N, is the driving factor, as we adopt a chaotic decomposition
in terms of multiple integrals with respect to M, which gives the foundations for
Malliavin’s calculus on the canonical Lévy space, see the next section.

Let us introduce definitions of spaces.

4



Definition 2.1. 1. Let L*(R) denote the space of measurable functions z :
[—T,0] — R satisfying

/0 12(t)[2dt < oo,

=T

2. Let L%T,m(R) denote the space of product measurable functions u : [—=T,0] x
(R —{0}) — R satisfying

0
/ / lu(t, 2)|*m(dz)dt < oo.
—1 JR-{0}

3. Let L= (R) denote the space of bounded, measurable functionsy : [—T,0] — R
satisfying

sup ‘y(t)‘z < 0.
te[—T,0]

4. Let L2(R) denote the space of Fr-measurable random variables € : Q — R
satisfying
2
EH{| ] < 00.

5. Let HA(R) denote the space of predictable processes Z : Q x [0,T] — R satis-
Jying

T
E[/ |Z(t)[*dt] < oo
0
6. Let H?p,m(R) denote the space of predictable processes U : Q x [0,T] x (R —
{0}) — R satisfying
T 2
E[/ / ‘U(t,z)} m(dz)dt] < oo.
0o JrR—{0}
7. Let S2(R) denote the space of F-adapted, product measurable processes Y :
Q x [0, T] — R satisfying

E[ sup |Y(t)ﬁ < 00.
te[0,7

The spaces H7.(R),H7,,,(R) and ST.(R) are endowned with the norms
T
|2, = [ ez

T
HUH;IZ = JE[/ / eﬁt‘U(t,z)}gm(dz)dt},
m o Jr—{0}

IVl = E[ sup ey @],

te[0,7)

with some 3 > 0.



Predictability of Z means measurability with respect to the predictable o-algebra,
which we denote by P, and predictability of U means measurability with respect to
the product Px B(R—{0}). In the sequel let us simply denote S*(R) x H?*(R) x H2, (R)
for S7(R) x H7.(R) x H7,,(R).

We start with establishing existence and uniqueness of a solution of the equation

(2.1) under the following conditions:
(A1) the terminal value & € L3(R),

(A2) m is finite measure, [, ., 2*v(dz) < oo,

{0}
(A3) the generator f : Q x [0,T] x L>%(R) x L? n(R) x L?,, (R) — R is prod-

uct measurable, F-adapted and Lipschitz continuous in the sense that for a
probability measure « on ([—T,0] x B([-T,0]))

|f(t> Yt, 2taut> - f(ta Ut, 5t,71t)‘2
0

K(/ |y(t+v)—g](t—|—v)|2a(dv)—|—/ 2(t+v) — 5(t + v)Pa(dv)

A

O N e R [ !

holds P ® A-a.e. (w,t) € Q x [0,T] for any (v, 21, ur), (Gt, Ze, ) € L%(R) X
L2 7(R) x L2 7, (R).

(A4) E[ [ |£(t,0,0,0)2dt] < oo,
(A5) f(t,.,.,.)=0fort <0.

We remark that f(¢,0,0,0) in (A4) should be understood as a value of the generator
ftye, ze,up) at y(t +v) = 2(t+v) =u(t+v,.) =0,-T < v < 0. We would like
to point out that the assumption (A5) in fact allows us to take Y (¢) = Y(0) and
Z(t)=U(t,.) =0, for t <0, as a solution of (2.1). Finally, let us recall that under
(A2) and for an integrand U € HZ (R), a stochastic integral with respect to the

martingale-valued measure M

t
/ / U(s,z)M(ds,dz), 0<t<T,
0 JrR—{0}

is well-defined in It6 sense, see Chapter 4.1 in [2].
First let us notice that for (Y, Z,U) € S*(R) x H?*(R) x H2 (R) the generator is



well-defined and integrable as

/T|f(t Yy, Z,, Uy dt<2/ Ki (t000|dt+2K/ / Y (t+v)aldv)dt

// Z(t +v)2af dvdt+///R{0} (t + v, 2)[2m(d=)a(dv)d?)

= |f(¢,0,0,0)]%dt + 2K w) [Pdwa(dv)
/ / /T+v

12K / / | Z(w) Pdwalde) + 2K / / o /R [0 2@z

< 2/ | f(£,0,0,0)]*dt + 2K (T sup |V (w)]?
0

we(0,T]
T T
+/ | Z (w) 2 dw +/ / \U(w, z)Pm(dz)dw) < 0o, P—a.s., (2.2)
0 o Jr—{0}

where we apply (A3), Fubini’s theorem, change the variables, use the assumption
that Z(t) = U(t,.) =0 and Y (t) = Y(0) for ¢t < 0 and the fact that the measure «
integrates to 1.

The main theorem of this section is an extension of Theorem 2.1 from [7]. Al-
though the extension is quite natural, the proof is given for completeness and con-

venience of the reader. The key result follows after a priori estimates

Lemma 2.1. Let (Y, Z,U) € S*(R) x H2(R) x H2 (R) and (Y,Z,U) € S*)(R) x
H?(R) x H2,(R) denote solutions of (2.1) with corresponding parameters (&, f) and
(€, f) which satisfy the assumptions (A1)-(A5). The following inequalities hold

1Z = Zlge + U = UllZ,

< STE[|E €] +%E[/Teﬂt]f(t,Yt,Zt,Ut)—f(t,fft,Zt,Ut)Fdﬂ, (2.3)
0

T
Y — V|2 <8 R[|¢ — €] + STE[/ M f(t,Ye, Zi, Uy) — F(t, Yy, Zy, Uy)|Pdt](2.4)
0
Proof:

The inequality (2.3) follows by a straightforward extension of Lemma 3.2.1 from
[11], by only adding an additional stochastic integral with respect to M. In order to
prove the second inequality, first notice that for ¢ € [0, T

Y(t)~ V(t) =E[t — £ + / (F(5, Yo, Z0,Us) — F(s, Vo 20, 0))ds| 7]



and
Y (1) = V(1)
~ T ~ ~ ~ ~
S 6§T]EH5 - g“ft] +E|:/ €§S’f<S,Y;, Z57 Us) - f(svi/;a ZS7 Us)‘ds‘ft]a
0

hold P-a.s.. Doob’s martingale inequality and Cauchy-Schwarz inequality yield the
second estimate. The reader may also consult Proposition 2.2 in [3] or Proposition

3.3 in [4], where similar estimates for BSDEs with jumps are derived. O

Theorem 2.1. Assume that (A1)-(A5) hold. For a sufficiently small time horizon
T or for a sufficiently small Lipschitz constant K, the backward stochastic differential
equation (2.1) has a unique solution (Y, Z,U) € S*(R) x H*(R) x H2,(R).

Proof:
A classical procedure to prove existence and uniqueness of a solution of a stochastic
differential equation is to construct Picard iterative sequence and show its conver-
gence, see Theorem 2.1 in [9] or Theorem 3.2.1 in [11]. We follow the idea.

Let YO(t) = Z°(t) = U°(t,2) = 0, (t,2) € [0,T]x (R—{0}), and define recursively

T
Yo = € + / (s, Y7, 20, UT)ds
t

— TZ”HSdWs— ' Urtl(s, z2)M(ds,dz), 0<t<T. (2.5
[ wave = [ o i), 0<i<T @)

t

Step 1) Given (Y™, Z",U") € S*(R) x H?(R) x H?, (R), the equation (2.5) has a
unique solution (Y"1 Zn+l pyrntl) e S2(R) x H*(R) x HZ (R).
Based on the inequality (2.2), we can conclude that

T T

B [ 15y 2pUnPd) < 28] [ 1f(0,0.0Pd]
0 0
2K (TIY"ls2 + 12" w2 + 1U" [lwg,) < oo

As in the case of BSDEs without time-delays, the martingale representation, see
Theorem 13.49 in [10], provides a unique process Z"™' € H?*(R) and a unique,
predictable process U™ satisfying

T
E[ / / T (¢, 2) [Po(d=)de] < oo,
0 R—{0}
such that

T T
et / F(6 Y 20 Ut = E[€ + / P Y 2 U]
0

0

T T
+/ ZMH AW (t) + / / U™ (t, z)N(dt,dz), P —a.s.
0 0 JR-—{0}
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For (t,z) € [0,T] x (R — {0}) we define U"T'(t,2) = w € H2 (R) we have the

required representation
T T
e+ [ reyrzrona=Ele+ [ ey znuna]
0 0
T T ~
+/ Z"“(t)dW(t)Jr/ / U™t 2)(t)M(dt,dz), P —a.s..
0 0 JrR—{0}

Finally, we take Y"*! as a progressively measurable, cadlag modification of
T
Y (1) (w) = E[¢ +/ f(s, Y, Z0,UM)ds|F], weQtelo,T).
t

Similarly, as in Lemma 2.1, Doob’s martingale inequality, Cauchy-Schwarz inequality
and the estimates (2.2) yield that Y™™ € S?(R).

Step 2) The convergence of a sequence (Y, Z" U") in S*(R) x H*(R) x H? (R).
The estimates (2.3) and (2.4) give the inequality

[t =yl + (127 = 2 g + [0 = U,

1 T
< (8T+B)E[/O N F Y ZP UM — f( Y 20 UP )Pt (246)

By applying Lipschitz condition (A3), Fubini’s theorem, changing the variables and
using the assumption ¥n > 0 Y"™(s) = Y"(0) and Z"(s) = U™(s,.) =0 for s < 0, we



can derive

E| / P Y 20U — £ Y7 20 U ]
< KIE/ / Y(t+v) = Y(t+v)Pa(dv)dt
/ / Z(t+v) — Z(t + v)Paldv)dt]
eﬁt v, z)— J v, 2 2m 2 )\ av
+/ / /R{O}'U(” 2) = Ut + v, 2)Pm(dz)a(dv)dd]
_ K / / B Y (1 4+ ) — V(¢ + ) 2dta(dv)

|
e / 0| Z(t +v) — Z(t + v)|Pdta(dv)]
/ / [, I ) < Tl 2Pt
_ KE| /_ e / T Y () — T (w) Pdwa(dy)

v [ e [ i) - 2 Pavaa)

+ / OTe—ﬂ” / o /R o e™|U(w, z) — t(w, 2)|*m(dz)dwa(dv)]

0
K [ ez - v 2 - 2+ -0 )

IN

(2.7)
From (2.6) and (2.7), we obtain
[yt =y + 27 = 27 + U = U
< ST K, B a) ([y" =Y o + |27 = 2 g + U = U5 ).(2:8)
with
§(T,K,B,a) = (8T + — K/ a(dv) max{1, T}.
For 3 = % we have
(T, K, B,a) < 9T Kemax{1,T}.

For a sufficiently small 7" or for a sufficiently small K, the inequality (2.8) is a
contraction inequality and there exists a unique limit (Y, Z,U) € S*(R) x H*(R) x
H?,(R) of a converging sequence (Y™, Z", U™), which satisfies the fix point equation

T
Y(t) = E[f —l—/ f(s,YS,ZS,US)dS|E}, P—as.,0<t<T.
t

10



Step 4) We define a solution Y of (4.1) as a progressively measurable, cadlag modi-
fication of

T
Y(t)(w) = ]E[£ +/t f(s,Ys, Zs, Us)ds\ﬂ], weQtelo,T],

where (Y, Z,U) is the limit constructed in Step 3. O

We point out that in a general case of the generator satisfying assumptions
(A1)-(Ab), existence and uniqueness of a solution don’t hold with an arbitrary

time horizon 7" and an arbitrary Lipschitz constant K, see |7] for examples.

3 Malliavin’s calculus for canonical Lévy processes

There are various procedures to develop Malliavin’s calculus for Lévy processes. In
this paper we adopt the approach from [21| and we use a chaotic decomposition
property in terms of multiple integrals with respect to the random measure M. A
suitable canonical space need to be constructed on which Malliavin derivative with
respect to a pure jump part of a Lévy process can be computed in a pathway sense.

In this section we give an overview of Malliavin’s calculus on the canonical Lévy
space, see [21] for details, and prove some technical result which are applied in the
next section.

We assume that the probability space (2, F,P) is the product of two canoni-
cal spaces (Qw X Qn, Fiw X Fn, Py x Py). The space (Qw, Fw, Py ) is the usual
canonical space for a Brownian motion, with the space of continuous functions,
o-algebra generated by the topology of uniform convergence and Wiener measure.
The canonical space for a pure jump Lévy process (Qy, Fn,Py) is the product
space @)~ (Q%, F¥,PX) of the canonical spaces for compound Poisson processes
on [0,7] with intensities v(Sy) and jump size distributions supported on Sy, where
(Sk)k>1 forms a partition of R — {0} such that 0 < v(Sy) < oo,k > 1. As any
trajectory of a compound Poisson process can be described by a finite sequence
((t1,21), .., (tn, 2n)), where (t1, ..., t,) denotes the jump times and (2, ..., z,) denotes
the corresponding sizes of the jumps, one can take Q% = J,-,([0, 7] x (R —{0}))",
with ([0,7] x (R — {0})° representing an empty sequence? the o-algebra F¥ =
Vzo B(([0, T] x (R — {0}))") and the measure P5; such that for B = U,>0Bn, B, €
B(([0,T] x (R —{0}))"™), we have

W) (dt ® g (By)

n!

P(B) = e VST i S
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Consider the finite measure ¢ defined on [0,7] x R
q(F) = / dt+/ 2v(dz)dt, E € B([0,T] x R),
E(0) B

where E(0) = {t € [0,T];(t,0) € E} and E' = E — E(0), and the random measure
Qon [0,7] xR

Q(E) = /E(O) AW (t) + //z]V(dt,dz), E € B([0,T] x R),

For a simple function h, = 1g,«. xg,, With pairwise disjoints sets FEi,...,E, €

B([0,T] x R), a multiple two-parameter integral with respect to the random measure

Q
Lo(h) = / B((ts 21), (s 2O, d21) - . - Qdtn, d)
([0,TTxR)™
can be defined as

IN(hn> = Q(E1>Q(En)

2

The integral can be extended to the space L7, ,

(R) of product measurable, deter-
ministic functions A : ([0,7] x R)" — R satisfying

I1RIIZ;

T,q,n

= / | ((t1, 21),5 oo, (tn,zn))|2q(dt1,dzl) ceq(dty,, dzy) < 0.
([0,T]xR)"

The chaotic decomposition property yields that any F-measurable random variable
H € L*(R) has a unique representation

H=> I(h,), P-as., (3.1)

with symmetric, in its 7 pair variables (t, z), functions h, € L7, (R). Moreover,

E[#] =3 nllhalZs (3.2)
n=0

From this point it is possible to study two-parameter annihilation operators (Malli-

avin derivatives) and creation operators (Skorohod integrals).

Definition 3.1. 1. Let DY*(R) denote the space of F-measurable random vari-
ables H € L*(R) with the representation H =Y - I, (hy,) satisfying

oo

2
Znn1||hn||L2W < 0.
n=1
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2. Malliavin derivative DH : Qx[0, T]xR — R of a random variable H € DY?(R)

18 a stochastic process defined as

D, .H = Zn[n_l(hn((t, 2),"), q—a.e(t,z)€[0,T] xR,P—a.s..

n=1

3. Let LY2(R) denote the space of product measurable and F-adapted processes
G:Qx[0,T] x R — R satisfying

E[ foryxr |G (s, 9)[*a(ds, dy)] < oo,
G(s,y) € D'2(R), ¢ —a.e.(s,y) €[0,T] xR,

E[f([O,T]XR)Q |D,.G(s,y)%q(ds, dy)q(dt, dz)] < oo.

In terms of the components of the representation of G(s,y) = Y oo In(gn((s,v), .),

q-a.e. (s,y) € [0,T] x R, the above conditions are equivalent to

o0

' ~ 2
>t Dot DG, < 0

where g denotes the symmetrization with respect to all n + 1 pair variables.

The space LY2(R) is Hilbert space endowed with the norm
G =L [ |G(s.) Patds.dy)]
[0,T]xR

—HE[/ |D;.G(s,v)*q(ds, dy)q(dt, dz)}.
[0,T]xR)?

4. Skorohod integral with respect to the random measure Q@ of a process G : ) X
0,77 x R — R with the representation G(s,y) = Y o Ln(9.((s,9),.),q —
a.e.(s,y) € [0,T] x R, satisfying

o0

Ma 112
S+ a2, <o,

n=0

1s defined as

/ G(s,y)Q(ds, dy) = Z Liv1(Gny1), P —a.s.
[0,T]xR

The following practical rules of differentiation hold. Consider a random variable
H defined on Qy x Qy. The derivative D;oH is a derivative with respect to the
Brownian motion component of the Lévy process and we can apply the theory of the

classical Malliavin’s calculus for Hilbert space-valued random variables. If PV-a.s.
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wy € Qu the random variable H(.,wy) is Brownian differentiable in the sense of

the classical Malliavin’s calculus, then we have the relation
DioH(ww,wy) = DiH(.,wy)(ww), A—aetel[0,T],PY xPY —a.s., (3.3)

where D; denotes the classical Malliavin derivative on the canonical Brownian mo-
tion space, see Proposition 3.5 in [21]. In order to define D, .F for z # 0, which is
a derivative with respect to the pure jump part of the Lévy process, consider the
following increment quotient operator

H(ww,wi) — H(ww,wy)

Uy H(ww,wy) = . : (3.4)

where wf\}z transforms a sequence wy = ((t1, 21), (t2, 22),...)) € Qy into a new se-
quence wy’ = ((t,2), (t1, 21), (ta, 22), ...)) € Qu by adding a jump of size z at time ¢
into a trajectory. For H € L?(R) such that ]E[fOT fRf{O} |\Ift,zH’2m(dz)dt] < 0o we

have the relation, see Proposition 5.5 in [21],
D, . Hw) =¥ .Hw), A®@m—ae.(tz)ec[0,T] x (R—-{0}),P—as. (3.5)

The operator (3.4) is closely related to Picard difference operator, introduced in
[17], which is just the numerator of (3.4). It is possible to define Malliavin derivative
in the way that it coincides with Picard difference operator, see [8]. We would like
to point out once again that we adopt the exposition from [21] and define multi-
ple two-parameter integrals with respect to the random measure M which yields
differentiation rules (3.3) and (3.5). This is the reason why we study time-delayed
backward stochastic differential equations (2.1) driven by M and not by N.

We prove now some technical results which are applied in the next section when
dealing with the main theorem of this paper. The above lemmas are extensions of

the classical Brownian Malliavin differentiation rules into the canonical Lévy space.

Lemma 3.1. Assume that H € D"*(R). Then, for 0 < s < T, E[H|F,] € D"*(R)

and

D,.E[H|F,] =E[D,.H|F1{t < s}, q—a.e.(tz)€[0,T]xRP—as.

Proof:
The proof is a straightforward extension of the proof of Proposition 1.2.8 from [15].
Details are left to the reader. 0

The next result on commutativity of Lebesgue’s integration and Malliavin’s dif-

ferentiability is commonly applied but we haven’t found a direct proof.
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Lemma 3.2. Consider an integral f[o xR G(s,y)n(ds,dy) with respect to a finite
measure n on [0, T xR and F-adapted, product measurable integrand G : Qx[0, T]xR

satisfying the conditions

E [ f[O,T]xR |G($7 y)‘277(d37 dy)] < o0,
G(s,y) € DY*(R), n—a.e.(s,y) €[0,T] x R, (3.6)

]E[f([oT]XR |th (S,y)|2n(d57dy>q(dt,d2>:|<OO

Then f[O,T]xR G(s,y)n(ds,dy) € DY*(R) and the following differential rule

D,. / G(s, y)n(ds, dy) = / D,..G(s, y)n(ds, dy),
[0,TTxR [0,T]xR

holds q-a.e. (t,z) € [0,T] x R, P-a.s..

Proof:
We can assume that G is a predictable process. If it is not, then its unique predictable

projection exists G7 and satisfies

E[/[(LT]XR G(s,y)n(ds, dy)] :E[/[(),T]XR(G(S’y»Pn(ds’dy)]’

see Theorem 5.16 in [10]. Take an arbitrary random variable H € L*(R) with a
unique martingale representation H = E[H| + f[o TIXR H(s,y)Q(ds,dy), in terms of

(2, and notice

E[H o RG(s,y)n(ds,dy)]
= E|H|E G (s, ds,d E H(s, ds,d G(s, ds,d
HIE] /[ . Clontds, dy)] + E] /[ . H Qs dy /[ . Gt )]
— EHE] / G(s,y)n(ds, dy)] = E[H]E] / (Gls,9))Pn(ds, dy)]
[0,TTxR [0,T]xR
= E[H o R(G(s,y))Pn(ds,dy)],

so that we can conclude that
| Gamtisdy = [ (@) aldsdy). P as.
[0,T]xR [0,T]xR

We approximate the integrand G with simple functions. Let S denote the space of

simple functions

m l
Gml S y ZGO k]-Ak >+ ZZ zk]-(t t1+1 1Ak(y) (87y) € [07T] X R’

i=1 k=1
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with 0 = t; < ty < ... < t,, = T, disjoint Borel sets (A;)._, forming a partition
of R, and measurable Malliavin’s differentiable random variables G, € F,, G €
D2(R), i = 0,1,...,m,k = 1,...,1. Notice that G™! € S is a predictable process
and satisfies the assumptions of our lemma (3.6). Moreover, the space S forms a
m-class, see 1.1 in [10] for the definition and Proposition 5.1 in |21] which states
the multiplicative property of Malliavin derivative. Consider the space H containing
predictable processes G satisfying the assumptions (3.6), for which there exists a
sequence G™! € S converging to G in the norm

A(Gm,G) = E / G (s,y) — Gs,y) Pn(ds, dy)]

[0,T]xR

+E[/ |D,.G™(s,y) — Dy.G(s,y)|*n(ds, dy)q(dt,dz)] — 0, (3.7)
([0,T]xR)?

with (m,[) — oo. It is obvious that

i) H is a linear space containing constant functions 1 € H and simple functions
S €H.

Next, we show that

ii) if (F"),>1 € H and 0 < F™ | F pointwise for 7-a.e. (s,y) € [0,T] x R, P-a.s.,
and F satisfies the assumptions (3.6), then F' € H.

Consider the unique representations F'(s,y) = > pq I(fx((s,y),.)) and F"(s,y) =
Y oreo Ie(fi((s,y),.)), n-a.e. (s,y) € [0, T] xR, which hold due to square integrability
of I and F™. The convergence F™ T F under the assumptions of ii), the relation
(3.2) and Lebesgue’s dominated convergence theorem (|F™(.)| < |F(.)| + €) implies
that

T,q,k

EUFTL(Svy)_F(S?yNQ] :Zk'H.ﬁ:((Say)?)_fk((say)>||%2 _)07 n — oo,
k=0
for n-a.e. (s,y) € [0,T] x R, and also the convergence of the components

T}Lnolo fl?((87y)v (Slvyl)v ey (Skayk)) = fk((svy)7 (Slay1)> sy (Skayk))v Vk Z 1a

pointwise 7 ® ¢®*-a.e. (s,y) X (s1,91) X ... X (g, yx) € ([0, T] x R)**!. By Definition
3.1.2 of Malliavin derivative, the relation (3.2) and Lebesgue’s dominated conver-
gence theorem (|f*(.)| < |fx(.)|+€), we can prove that the assumptions of ii) implies

the convergence in the norm

Ad(F" F) =Ykl /
2 fo

=0 [0,T]xR &

Hfl?((sa y)7 ) - fk((s? y)v -)Higq,kﬁ(dé‘a dy)

xR
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If (F™),>1 € H, then for every n we can find F»™! € S such that d(F™™! F") — 0,
(m,l) — oo. As d(F",F) — 0, n — oo, then d(F™™! F) — 0, (n,m,l) — oo, as
well and F is predictable, which proves the claim ii).

We can conclude based on Monotone Class Theorem, see Theorem 1.4 in [10], that
the property (3.7) holds for all predictable processes satisfying the assumptions of
our lemma (3.6).

We can differentiate now the integral of a simple function in a straightforward way
to obtain for g-a.e. (¢,z) € [0,7] x R

Dt,z / Gm’l<87 y)n(dsa dy) = / Dt,szyl(sa y)n(ds7 dy)7 P—a.s.
[D7T]><R [O,T]XR

By (3.7) and Cauchy-Schwarz inequality, we obtain that the sequence of random
variables f[O,T]xR G™!(s,y)n(ds,dy) converges in L*(R)

EU/[OT]XRGm’Z(s,y)n(ds,dy)—/ G(s,y)n(ds,dy)|"] =0, (m,1) = oo,

[0,T]xR

and the sequence D, , f[o TIxR G™!(s,y)n(ds, dy) converges in the following norm

E| / | Dy, / G™(s,y)n(ds, dy)
[0,T]xR [0,T]xR

[ DGl (s, dy) gt d=)] — 0, 0o
[0,T]xR

The closability of Malliavin derivative yields the result, see Theorem 12.6 in [8]. O

Lemma 3.3. Assume that G : Q x [0,T] x R — R is a predictable process and
E[f[o T]xR \G(S,y)Pq(dS,dy)} < 00 holds. Then

G € LY*(R) if and only if f[o,T]xR G(s,y)Q(ds,dy) € D'*(R).

Moreover, if f[o TIxR G(s,9)Q(ds,dy) € DVY(R) then, for g-a.e (t,z) € [0,T] X R,

D [ Gl)QUsdy) =Gt2)+ [ DiGlsy)QUs.dy), P,
[0,T]xR [0,T]xR

and f[ D, .G(s,y)Q(ds, dy) is a stochastic integral in Ité sense.

0,T) xR
Proof:

Due to square integrability of G, for g-a.e (s,y) € [0,7] x R, the chaotic decomposi-
tion property yields the unique representation G(s,y) = Y " Ln(9.((s,v),.), gn €
L%q’n 41,1 > 0. Square integrability and predictability of G implies that the stochas-
tic integral f[o,T}xR G(s,y)Q(ds, dy) is well-defined in Tt6 sense and the Skorohod in-

tegral, which coincides under the assumptions of our lemma with the It6 integral, see
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Theorem 6.1 in [21], can be defined as the series expansion f[&T]XR G(s,y)Q(ds,dy) =
Yo o Int1(Gn), see Definition 3.1.4. The Skorohod integral is Malliavin’s differen-
tiable if and only if > >°  (n+1)(n + 1)!||§]n||%2T7q’n+1 < 00, see Definition 3.1.2. This
series converges if and only if G € L1?(R), by Definition 3.1.3.

Based on Section 6 in [21], we can conclude that the required differential rule
holds. To prove that the integral f[o,T]xR D, .G(s,y)Q(ds, dy) is well-defined in 1t6
sense, it is sufficient to show that the integrand (w,s,y) — D;.G(s,y)(w) is a pre-
dictable mapping on Q x [0,7] x R, as square integrability is already satisfied due
to G € LY2(R). For g-a.e. (s,y) € [0,T] x R, predictability of G implies that

ZI gn((5,9), Zf (9n((5,9), Mgy (), P —as,

and applying Definition 3.1.2 of Malliavin derivative yields

D, .G(s ann 1(gn((5,9), (£, 2), )1 (£, 2), ),

n=0
q®q—ae.(t z)x (s,y) € ([0,T] xR P~ a.s.,

from which the required predictability of the integrand follows. By a by-product, let
us notice that (w, s,y,t,2) — D, ,G(s,y)(w) is jointly measurable. O

4 Malliavin’s differentiability of a solution

The main aim of this paper is to investigate Malliavin’s differentiability of a solution
of a backward stochastic differential equation with a time-delayed generator. In this
section, additionally to (A1)-(A5), we assume that

(A6) the generator f is of the following form
f(ty Yty 2ty ut)

- st [ "yt + o)a(dv), / "2t 4 v)aldv), / / e e pmdag)),

-T -T

with a product measurable and Lipschitz continuous function f : [0,7] x R x
R xR — R,

(AT) the terminal value is Malliavin’s differentiable ¢ € D'?*(R) and satisfies

IE[/ ID,.Pg(dt, d=)] < o,
0,T]xR

li E D,, ddt
im //Zlq' € Fmidz)dt] =

18



(A8) for ¢t € [0,7], the mapping (y,z,u) — f(t,y,z,u) is continuously differen-
tiable in (y, z,u), with uniformly bounded and continuous partial derivatives
fys f2, fu, and we set f(t,...,.) = fa(t,.,.,.) = fult,.,.,.) =0 for t <O0.

We point out that under (A6) the generator does not depend on w € 2. This depen-
dence is omitted for simplicity of notations and can be easily included. The assump-
tion (A8) is classical when dealing with Malliavin’s differentiability, see Proposition
5.3 in [9] and Theorem 3.3.1 in [11]. We also would like to remark that the gen-
erator in (A6) depends on fET fR—{o} u(t + v)m(dz)a(dv), which corresponds to a
standard form of dependence appearing in BSDEs without delays and with jumps,
see Proposition 2.6 and Remark 2.7 in [3].

We can state our main theorem.

Theorem 4.1. Consider a sufficiently small time horizon T and assume that the
assumptions (A1)-(A8) hold.

1. There exists a unique solution (Y, Z,U) € S*(R) x H?(R) x H2, (R) of the time-
delayed BSDFE

/ / (r+v)a dv)/ Z(r—i—v)OA(dU),/_OT/R_{O}U(r—i—v,z)m(dz)@(dv))dr
_/t / /R{O} (r.y)M(dr,dy), 0<t<T. (4.1)

2. There exists a unique solution (Y0, Z%0 U9) € S*(R) x H*(R) x H2,(R) of the
time-delayed BSDE

Vo) = Dt [ o [ zomane)

// U(r,y)M(dr,dy), 0<s<t<T, (4.2)
R—{0}
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with the generator
F20(r)
— 0 /OTY(r—I—v)a(dv),/OTZ(r—H})a(dv),/oT/R{0} Ur + v, y)m(dy)a(dv))
- / ()TYS’O(T+U)oz(dU)
+ [a(r, /OTY(rJrv)a(dv),/oT Z(r+v)a(dv),/0T/R{O} U(r + v, y)m(dy)a(dv))
- / [;ZS’O(r+v)a(dv)
+ (T,/O Y (r + v)a(dv), /0 Z(r + v)a(dv) / /R U e ymidy)aa)
/ /R o U2(r 4+ v, y)m(dy)a(dv), (4.3)

and also there exists a unique solution (Y*% Z%* U**) € S*(R) x H*(R) x H2,(R)
of the time-delayed BSDE

T
yer) — szu/ Femr = [z )aw )
// U*(r,y) M drdy) 0<s<t<T,z#0, (4.4)
R—{0}

with the generator

foe(r)
= (f(r,z/TYS’Z(r+v)oz(dv)+/ Y(r+v)a(dv),

=T

z/O 2 (r + v)a(dv) + /0 Z(r + v)ald),

// U**(r + v, y)m(dy)a(dv) // U(r + v, z)m(dy)a(dv))
R—{0} R—{0}

—f(r,/_TY(r+v) (dv), /_TZ(r+v (dv) / /R{O} (r + v, y)m(dy)a(dv)))/,
(4.5)

and we set
Y92(t) = Z°%(t) = U*(t,y) =0, (y,2) € (R—{0}) xR,P—a.s,t <s<T(4.6)

Then (Y, Z, U) & L1’2(R> X]Ll’2 (R) XL1’2 (R) and (YS’Z(t), ZS’Z(t), Us* (t, y))Ogs,tSﬂ(y,z)e(R—{O})XR
is a version of (Ds .Y (t), Ds.Z(t), D Ul(t, ?J))Ogs,tST,(y,Z)G(R*{O})XR'
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Proof:

We follow the idea from the proofs of Proposition 5.3 in [9] and Theorem 3.3.1 in
[11]. By C' let us denote a finite constant which value may change from line to line.
Step 1) Existence of unique solutions of the equations (4.1), (4.2) and (4.4) for a
sufficiently small time horizon T'.

The existence of a unique solution (Y, Z,U) € S$*(R) x H*(R) x H2, (R) of (4.1) fol-
lows from Theorem 2.1, as the assumptions (A1)-(A5) remain satisfied. Under the
additional assumptions (A7) and (A8), the time-delayed BSDEs (4.2) and (4.4),
with the generators (4.3) and (4.5), fulfill the conditions of Theorem 2.1, in par-
ticular the corresponding generators are Lipschitz continuous in the sense of (A3),
and we can conclude that for (s,z) € [0,7] x R there exists a unique solution
(Vo= 752 U**) € S*(R) x H*(R) x H2,(R) of (4.2) or (4.4) satisfying (4.6) .

Step 2) Consider a sequence (Y™, Z" U™) which converges to (Y, Z,U). Given that
(Yn, zn,U™) € LY*(R) x LY*(R) x LY*(R) we have that (Y™t Zntl yntl) ¢
LY4(R) x LY*(R) x L**(R). Moreover, E[f[o,T] supyeqo ) [Ds, Y " (1) |2q(ds, dz)] < oo
implies E[f[o,T]xR supero 7y | Ds, Y"1 (1) [q(ds, dz)] < oo

We study Picard iterations

T
vy =g+ [
T ' T R
—/ Z”+1(r)dW(r) —/ / U"+1(r, y)M(dr,dy), 0<t<T, (4.7)
t t JR-{0}
where we denote

fr(r)
. / Y 4 v)aldo), / " 20+ v)aldy), /_ OT /R L Vvt

-T =T

We first establish Malliavin’s differentiability of ft f™(r)dr by applying Lemma 3.2.
Notice that Y"(¢) € DM?(R), M-a.e. t € [T, T], and similarly to (2.2), we can derive

/T [/0 Y™ (r +v)|*a( / / Y (r + v)*dro(dv)]

/ / Y (w)Pdwa(dv)] < TE[ sup [Y"(w)?)] < oo

we[0,T

together with

/ /OT]XR/ 1D, Y™ (r +v)[*a(dv)q(ds, dz)]dr
= [/ sup | D,.Y"(w)|%q(ds, dz)] < co.

[0,T] xR we0,T]
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This yields that the assumptions of Lemma 3.2 are satisfied, A-a.e. r € [0,T]
fBT Y"(r + v)a(dv) € DY*(R), and we have
0 0
D . Y™ (r 4+ v)a(dv) = / D, . Y"(r +v)a(dv), P-—a.s.,
-7

-
for ¢ ® A-a.e. (s,z,7) € [0,7] x R x [0,T]. In the analogous way we derive that

0
Dy, Z”(r—i—v) (dv) /DSZZ (r+v)a(dv), P—a.s.,

Dsz// U"(r +v,y)m(dy)a(dv) // D, U"(r +v,y)m(dy)a(dv),P —
R— {0} R— {0}

for ¢ ® AM-a.e. (s,z,7) € [0,7] x R x [0,7]. We remark that from Proposition 5.4
and Proposition 5.5 in [21] follows the difference rule that if a random variable H
is in the domain of D, .,z # 0, then g(H), for Lipschitz continuous, deterministic,
real function g is also in the domain of D, .,z # 0. By applying the above remark
and the chain rule for D, g, see Theorem 2 in [18], we obtain that A\-a.e. r € [0,
f*(r) € DM?(R), and for ¢ ® A-a.e. (s,2,7) € [0,T] x R x [0, T

Dgof™(r) ) ) )
_ A /_TY"(r+v)oz(dv),/_TZ”(r+v)a(dv),/_T/R_{O} U™ (r + v, y)m(dy)a(dv))
/_DT D oY™(r 4+ v)a(dv)

+ [, /_iY”(r%—v)a(dv),/_(; Z”(T+U)a(dv),/_(;/]R_{o} U™(r+v,y)m(dy)a(dv))
/_(; Do Z"(r + v)a(dv)
v /0 Y™ (r + v)a(dv), /0 27(r + v)a(dv) / /R o U vymdga(@)

/ /IR{O} D oU™(r + v, y)m(dy)a(dv), (4.8)
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and, for z # 0,
D f"(r)
= (f(r,z/ D .Y"(r +v)a(dv) +/ Y™ (r + v)a(dv),

-T

/ Dy, Z"(r + v)a(dv) + /0 Z(r + v)aldv),

//R{O}DSZU"T%—U y)m(dy)a(dv) //R{O} (r + v, z)m(dy)a(dv))

fr, /_TY"(r—i—v)oz(dv),/_TZ"(r—i—v)oz(dv),/_T/R_{O} U (r + v, y)m(dy)aldv)))/=.
(4.9)

We left it to the reader to check that

E[/t () 2dr] < oo,
E[/ \Dsyzf"(r)ﬁdrq(dt,dz)} < o0,

and applying Lemma 3.2 again we derive (in the formal way) that £ + ft f(r)dr €
DM?(R) with Malliavin derivative, for 0 <t < T,

T
D ¢ +/ D, f"(r)dr, q—a.e.(s,z)€[0,T] xR, (4.10)

where D, . f™ defined in (4.8) and (4.9). Moreover, based on Lemma 3.1 we can state
that

T
Yt = E[¢ +/ fH(r)ydr|F] e D*(R), 0<t<T,
t
and from the equation(4.7) we conclude that
T
/ 2 (1AW (r) € DYA(R), 0<t<T, (4.11)

t

and

T
/ / U™ (r, y) NI (dr, dy) € D'2(R), 0<t<T. (4.12)
R—{0}
Lemma 3.3 yields now that (2" U"1) € L1?(R) x LY2(R).
We can differentiate the recursive equation (4.7) in the formal way and obtain for
g-a.e.(s,z) €0,T] xR
T T
D, Y™ t) = D&+ / D, f"(r)dr — / Dy . Z" (r)dW (r)
t t

T
—/ / D, U Y (ry)M(dr,dy), s<t<T, (4.13)
R—{0}
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and
D,.Y"  (t) = D, Z""(t) = D, .U (t,y) =0, t<s,yec(R—{0}). (4.14)

Notice that the time-delayed BSDE (4.13) with the generator (4.8) or (4.9) fulfills the
assumptions of Theorem 2.1, in particular the corresponding generators are Lipschitz
continuous in the sense of (A3). We conclude that for g-a.e.(s, z) € [0,7] x R there
exists a unique solution (D, Y™ D,z D, U"') € §* x H? x H2, of (4.13)
satisfying (4.14). By applying Lemma 2.1, with € =0and f = f, together with the
estimate (2.7), we derive the inequality
|De Y™ g + [[Ds2 2" g + [[Da U™ g,

< CE[DF] + 1D [ 4 D2 o + IDct?Zy), (015)
which yields that E[f[o,T]xR supyero 77 | Ds, Y " ()]?q(ds, dz)] < oo and, in particu-
lar, Y™ € LY2(R).
Step 3) Integrability of the solution Y**(t), Z**(t), U**(t,y) with respect to the
product measure g on ([0,7] x R)2.
Take (s,z) € [0,T] x R. Consider the unique solution (Y** Z%* U**) € S*(R) x
H2(R) x HZ2,(R) of the equation (4.2) or (4.4). Lemma 2.1, with £ = 0 and f = f,
together with the estimates (2.7) and (2.8) yield the inequality

5,22 5,2 |2 5,2 |2

1Yo + 112752 + 1075,

< O(T. K. . 0) (B[IDest ] + V>, + 11297 + U715, )-
For a sufficiently small 7" we obtain

ol + 127+ 07, < CEID.EF, (410

I
3,

and we arrive at

E[/ [Y>*(t)|*q(dt, dy)q(ds, dz)] < oo,

([0,T]xR)?

B[ 120 Patdndy)alds.d2)] < o
([0,T]xR)2

E| / U%*(t, y)|2adt, dy)a(ds, d=)] < oo.
([0,T]xR)?

Step 4) The convergence of (Y™, Z" U") in LM?(R) x LY(R) x LY?(R).
We already know that (Y™, Z™ U™) converges in S*(R) x H*(R) x H2, (R), see The-
orem 2.1. We have to prove that the corresponding Malliavin derivatives converge.
The convergence
lim (|v** = Do Y™,
n=0 J1o,T]xR
+]|1 2 = Dy 27| + [|U = DU |G, Ya(ds, d2) = 0,
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for z = 0 can be proved in the similar way as in the case of a BSDE without a delay
driven by a Brownian motion, see for example Theorem 3.3.1 in [11]. We only prove
the convergence for z # 0.

Lemma 2.1, applied to the time-delayed BSDEs (4.4) and (4.13) with (4.14), yields

the inequality
||YS’Z _ Ds,zyn+1H;2 + st,z . DS7ZZM1||;12 + HUs,z _ DS’ZUnHH;Ign

< CIE[/T IS (r) — Dy f7(r)|2dr], g —a.e.(s,2) €[0,T] x R. (4.17)

First, due to Lipschitz continuity of the generator f, assumed in (A3), for A\@m® \-
a.e. (s,z,7) € 0,T] x (R—={0}) x [0, T], we have the following two estimates
f*(r) = Dy f" ()]
0 0
< 2k ( / V55 (r + v)Pa(dv) + / 12 + v)Pa(do)

T =T

+/_T /R—{O} \U*(r + v, y)Pm(dy)o(dv))

0 0
12x( / Dy Y™ (1 + 0)|2a(dv) + / Dy, 2" (r + v)2a(dv)
T =T

+/—T /R—{O} |Ds,zUn(7"+U,y)| m(dy)a(dv)), (418)
and

[f*#(r) = Dy f"(r)|?
0
< QK(/ Y2 (r +v) — Dy Y™ (r + v)[*a(dv)

=T

0
—1—/ | Z5%(r +v) — Dy, Z"(r 4+ v)*a(dv)
-7
0
s [ [ Ueg) — Do ) Prnldy)a(dn)
1 JR—{0}
0

2R([ Yo+ 0=y ofatn) + [ 126+ = 20+ v)Pat)

-T

+ /T /R{O} |U(7“ + U,y) - Un(T‘ + U,y)|2m(dy)05(dv))/z. (4_19)
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Notice that

/ (Hys,z . DS’Zyn—H H;
[0,7]x (R—{0})

+HZS7Z o DS,zZn+1H§p + HUS,Z _ DS’ZUn+1“]?-H%1)q(dS’dZ)

T
T z +1|2
- i [ /|z (v = pay

+]|1 2% = Dy 2| + U = DU |G, Ym(dz)ds. (4.20)

We prove that the convergence is uniform in n.
Choose a sufficiently small ¢ > 0. By the assumption (A7) we can find € such that

T
2
IE[/O ng\D&zf\ m(dz)ds] <e.

Take arbitrary 0 < €; < € < € By applying the inequality (4.17), the estimate

(4.18) and by similar calculations as in (2.7) we can derive

T
[ e-pa
0 €1<]z|<e

+| 2% = D, 2" G + U = D, U3 Y m(dz)ds

= CAT [l<|Z|S62 (E[/ST eﬁT’f&Z(T) - Ds,zfn(T')PdT’])m(dZ)ds
T
8,2 2 8,2 2 5,2 2
C{/O /el<|z|s@ (Y=o + 1122250 + [U*2][5 Ym(d=)ds

T
+/0 / < (HD&ZY””; + H‘DS,zZnH;IQ + HDS,zU”H;I%L)m(dz)dskél.ﬂ)
€1<|z|<e2

IN

To estimate the first term in (4.21), notice that the inequality (4.16) yields

T
[T e 2o e oo g sy
0 Jea<|z|<ez

T
< CIEI[/ / | Ds .¢|*m(dz)ds] < Ce. (4.22)
0 e1<|z|<e2
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By applying the inequality (4.15), with C' < 1, we can estimate the second term in
(4.21)

T
/o / |2]< (HDS’ZYRH; + ”DS@ZnHIZHp + HDS,ZU"H;Zn)m(dz)ds
€1<|z|l€2
T
0 Je<z[<e

T
w0 [ Dy Dz Dt Yz
0 Jea<|z|<e m

Ce
1-C

T
+C”/ / y (|1 DeYOl[2, + || D2 205 + (| Do sU° 2 Ymld2)ds. (4.23)
0 e1<|z|<e2

Compare with the estimate (2.7) to conclude that C' < 1 holds indeed for T suffi-
ciently small. Choosing Y° = Z° = U? = 0 and combining (4.22) and (4.23) gives
the uniform convergence of (4.20).

Next, by applying the inequality (4.17), the estimate (4.19) and similar calculations
as in (2.7) and (2.8) we can derive

T
L[ e =y,
0 |z|>€

+||ZS,Z . Ds,zZn—HH;p + HUS,Z . Ds,zUnJrlHIQHIz )m(dZ)dS
T T
< C / / (E] / |23 (r) — Dy f7(r)Pdr)) m(dz)ds
0 Jlz[>e E

T
< 5(T,K,ﬂ,a){/ /| (Hys,z_pt,,zyn”;2
0 z|>e
+|2%* = Dy 2" + |U™* = Dy U™, ym(dz)ds

(v =¥+ 127 = 2+ 0 =Vl | vt

|z|>€

with § := 0(T, K, 8, ) < 1 for T sufficiently small.
Due to convergence of (Y™, Z" U™), for an arbitrary sufficiently small £ > 0 we can
find N sufficiently large such that for all n > N

(" =+ 12 = 2+ 7 = V) [ viaz) <=

|z|>€
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We derive the recursion for n > N

T
/ / (”Ys,z . D&Zyn—i-l ”;2
0 |z|>€

|25 = Dy 2|5, + ||US* — Dy U2, Ymidz)ds

T
<ol [ [ -y
0 |z|>¢€

|29 = Dy 2" + [|U™* = D,.U" |3 )mldz)ds} + e

T
<o ]y pa

- N oe
2% = Don2V | + U = DU | Jmid2)ds + 7.

and finally we conclude that

T
im [ [ (e -y
n—e Jo |z|>€

+|25* = Dy 27|, + |US* — D, U2, Ym(dz)ds = 0.
The convergence of

im (R
700 J10,Tx (R—{0})

+|1 2% = Dy 27 | + | U = DU |G, Ya(ds, d2) = 0,

now follows by interchanging the limits in (4.20).

Step 4) As the space L'?(R) is Hilbert space and Malliavin derivative is a closed
operator, see Theorem 12.6 in [§], the claim that (Y, Z,U) € L“*(R) x L"?(R) x
LM(R) and (Y*=(t), Z5(t), U*(t,y))o<st<T,(y,2)e (R—{o})r 1S a version of the deriva-
tive (D; .Y (t), Ds.Z(t), Ds .U(t,y))o<si<T,(y,2)c(R—{o})r has been proved. O

The last lemma shows that the relation that a solution (Z, U) can be interpreted

in terms of Malliavin trace of Y still holds for BSDEs with time-delayed generators.

Lemma 4.1. Under the assumptions of Theorem 4.1, we have that

((Dtvoy(t))P)ogth is a version of (Z(t))ogth’
<(Dt’zy(t))7j)ogth,ze(Rf{U}) s a version of (U(t’z))ogtST,ze(R—{o})’

where ()7 denotes a predictable projection of a process.
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Proof:

The solution of (4.1) satisfies

/ / (r +v)a(dv), / Z(T+v)a(dv),/0 /R {O}U(T+U,y)m(dy)dv)dr
Jr/0 //R{o} (ry)M(dr,dy), 0<s<T. (4.24)

By differentiating (4.24), see Lemma 3.3, we obtain, g-a.e. (u, z) € [0,T] x R,

Y(s

DupY(s) = 200~ [ Duaf(r)dr+ [ DuaZ(nydw(n
+/ / Do oU(r,y)M(dr,dy), 0<u<s<T,
R—{0}
and for z # 0
DuY(s) = Ulwz) = [ Ducf)dr+ [ Doznyaw(n
+/ / D,.U(r,y)M(dr,dy), 0<u<s<T,
R—{0}

where the derivative operators D, , are defined according to (4.3) and (4.5). As the
mappings s — [ D,.f(r)dr,s — [’ D,.Z(r)dW(r) are P-a.s. continuous and the
mapping s — fus fR—{o} D, .U(r, y)M(dr, dy) is P-a.s. cadlag, see Theorems 4.2.12
and 4.2.14 in [2], taking the limit s | u yields

D, oY(u) = Z(u), A—aeuel0,T],P—a.s.,
D,.Y(u) = Uu,z) A@m —a.e.(u,z) €[0,7] x (R—{0}),P—a.s..

AsY € S*(R) has P—a.s. cadlag F-adapted trajectories we have the representation,
0<u<T,

Z[ gn((u,0), ZI gn((1,0), )1 (1)) gn € LT gpirsn >0,

with cadlag mappings v — ¢, ((u,0),.). By Definition 3.1.2 of Malliavin derivative

we arrive at

D, .Y (u) = Zn[n_l(gn((u, 0), (u, 2), )1%’;]((% 2),.), q—a.e(u,z)€0,T] xR.

n=0
For 0y x m-a.e. z € R, we conclude that the mapping (u,w) — D,.Y (u)(w) is
F-adapted and measurable and have a progressively measurable (optional) modi-
fication. Moreover, notice that the optional process D, .Y (u) and its unique pre-

dictable projection (D, .Y (u))” are modifications of each other, see Theorem 5.5 in
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[10]. Finally, we remark that there exists P x B(R) measurable version of (w,u, z) —
(Dy..Y (u)(w))”, see Lemma 2.2 in [1]. This completes the proof. O
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