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DIMENSIONAL REDUCTION IN NONLINEAR FILTERING: A
HOMOGENIZATION APPROACH
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ABSTRACT. We propose a homogenized filter for multiscale signals, which allows to reduce the
dimension of the system. We prove that the nonlinear filter converges to our homogenized filter.
This is achieved by a suitable asymptotic expansion of the dual of the Zakai equation, and by
probabilistically representing the correction terms with the help of BDSDEs.
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1. INTRODUCTION

Filtering theory is an established field in applied probability and decision and control sys-
tems, which is important in many practical applications from inertial guidance of aircrafts and
spacecrafts to weather and climate prediction. It provides a recursive algorithm for estimating
a signal or state of a random dynamical system based on noisy measurements. More precisely,

filtering problems consist of a signal process X & {X; : t > 0} which is unobservable and

an observation process Y o {Y; : t > 0} which is a function of X corrupted by noise. The

main objective of filtering theory is to get the best estimate of X; based on the information

Y, def o{Y; : 0 < s < t}. This is given by the conditional distribution m; of X; given )} or

equivalently, the conditional expectations E[f(X;)|)] for a rich enough class of functions. Since
this estimate minimizes the mean square error loss, we call 7; the optimal filter. The goal of
filtering theory is to characterize this conditional distribution effectively. In simplified problems
where the signal and the observation models are linear and Gaussian, the filtering equation is
finite-dimensional, and the solution is the well-known Kalman-Bucy filter. In more realistic
problems, nonlinearities in the models lead to more complicated equations for 7, defined by
Zakai (1969) and Fujisaki et al. (1972), which describe the evolution of the conditional distribu-
tion in the space of probability measures (see, for example, Bain and Crisan (2009), Kallianpur
(1980), Liptser and Shiryaev (2001)).

It is impractical to implement a numerical solution to such infinite dimensional stochastic
evolution equations of the general nonlinear filtering problem by finite difference or finite element
approximations. Therefore, extended Kalman filter algorithms, which use linear approximations
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to the signal dynamics and observation, have been used extensively in several applications.
These provide essentially a first order approximation to an infinite dimensional problem and
can perform quite poorly in problems with strong nonlinearities. Particle filters have been well
established for the implementation of nonlinear filtering in science and engineering applciations.
Doucet et al. (2001) and Arulampalam et al. (2002) provide comprehensive insight into particle
filtering. However, due to dimensionality issues (see, for example, Snyder et al. (2008)) and
computational complexities that arise in representing the signal density using a high number
of particles, the problem of particle filtering in high dimensions is still not completely resolved.
As a result of these difficulties, we have established a novel particle filtering method Park et al.
(2011) for multiscale signal and observation processes that combines the homogenization with
filtering techniques. The theoretical basis for this new capability is presented in this paper.

The results presented here are set within the context of slow-fast dynamical systems, where
the rates of change of different variables differ by orders of magnitude. Multiple time scales
occur in models throughout the science and engineering field. For example, climate evolution is
governed by fast atmospheric and slow oceanic dynamics and state dynamics in electric power
systems consists of fast- and slowly-varying elements. This paper addresses the effects of the
multiscale signal and observation processes via the study of the Zakai equation. We construct
a lower dimensional Zakai equation in a canonical way. This problem has also been studied
in Park et al. (2010) using a different approach from what is presented here. In moderate
dimensional problems, particle filters are an attractive alternative to numerical approximation
of the stochastic partial differential equations (SPDEs) by finite difference or finite element
methods. For the reduced nonlinear model an appropriate form of particle filter can be a viable
and useful scheme. Hence, Namachchivaya et al. (2012) presents the numerical solution of the
lower dimensional stochastic partial differential equation derived here, as it is applied to several
higher dimensional multiscale applications.

In general, this paper provides rigorous mathematical results that support the numerical
algorithms based on the idea that stochastically averaged models provide qualitatively use-
ful results which are potentially helpful in developing inexpensive lower-dimensional filter-
ing as demonstrated by Park et al. (2011) in the context of homogenized particle filters and
by Harlim and Kang (2011) in the context of averaged ensemble Kalman filters. The convergence
of the optimal filter to the homogenized filter is shown using backward stochastic differential
equations (BSDEs) and asymptotic techniques.

Let us describe the main result. We assume the signal is given as solution of the two time
scale stochastic differential equation (SDE)

dXF = b(X{, Z)dt + o(X7, Z0)dV,;

1 1
dZ; = — f(XE, Z5)dt + —=qg( X5, Z5)dW,.
t ef( to t) +\/gg( to t) t

Here X¢ is the slow component and Z¢ is the fast component. We assume that for every fixed
x, the solution Z% of

dz; = f(x, Z7)dt + g, Z7)dW,

is ergodic and converges rapidly to its unique stationary distribution. In this case it is well
known that X¢ converges in distribution to a diffusion X° which is governed by an SDE

dXY = b(XD)dt + a(X7)dV;.

This X© is used to construct an averaged filter 70, We denote the optimal filter for the full
system by 7¢. Define the xz-marginal of 7€ as 7% i.e.

[ e@nian) = [ oy an.da).

Our main result is then



DIMENSIONAL REDUCTION IN NONLINEAR FILTERING: A HOMOGENIZATION APPROACH 3

Theorem. Under the assumptions stated in Theorem 3.1, for every p > 1 and T > 0 there
exists C > 0, such that for every ¢ € C;

(Eg [|75%(0) — 72(0)["])"* < VEC|lpll00-

In particular, there exists a metric d on the space of probability measures, such that d generates
the topology of weak convergence, and such that for every T > 0 there exists C' > 0 such that

Eq [d(n3",79)] < VeC.

We begin in Section 2 by presenting the general formulation of the multiscale nonlinear filtering
problem. Here we describe the measure-valued Zakai equation and introduce the homogenized
equations that we seek to derive for the reduced dimension unnormalized filter. Section 3 presents
the formal asymptotic expansion of the multi scale Zakai equation that results in several SPDEs.
We also present the main results of this paper in this section. Section 4 provides the probabilistic
representation of the SPDEs, that is, we describe the solutions of the infinite dimensional SPDEs
by finite dimensional backward doubly stochastic differential equations (BDSDEs). We restate
some of the results in this context due to Rozovskii (1990) and Pardoux and Peng (1994) at the
end of this section. We present some of the preliminary results of Pardoux and Veretennikov
(2003) on convergence of the transition function of Z% in section 5. These estimates are used in
the proof of the main results presented in section 6.

2. FORMULATION OF MULTISCALE NONLINEAR FILTERING PROBLEMS

Let (Q,F,(F:),Q) be a filtered probability space that supports a (k + [ + d)-dimensional
standard Brownian motion (V,W,B). Consider the signal (X, Z%) to be a two time scale
diffusion process with a fast component Z° and a slow component X¢:

(1) dX§ = b(XF, Z)dt + o(X¢, Z;)dVy
1 1
az; = —f(Xy, Z7)dt + —g(X7, Z7 ) dW,
t af( 2¢) +\/gg( i 25 )dWs,

where X7 € R™, Zf € R", W; € R! and V; € R* are independent standard Brownian motions,
b: R S R™ g R R™XEf R 5 R g R™T? — R™! Al the functions above
are assumed to be Borel-measurable. For fixed x € R™, define

(2) dZ; = f(x, Z2)dt + gle, Z8)dW.

Assume that for all x € R™, Z% is ergodic and converges rapidly towards its stationary measure
w(x,-). We will make this precise later.
The d-dimensional observation Y¢ is given by

t
yE = / h(XE, Z8)ds + By
0

with Borel-measurable h : R™*" — R?. B is assumed to be a d-dimensional standard Brownian
motion that is independent of W and V.

Define Y§ = o(YE:0 < s <t)VN, where N are the Q-negligible sets. For a finite measure 7
on R™*" and for a bounded measurable function ¢ on R™*" denote 7(¢) = [ ¢(z, z)7(dz, dz).
Then our aim is to calculate the measure-valued process (7f,t > 0) determined by

™ (p) = Elp(X7, Z0) ;]

Define the Girsanov transform

e
dr :szexp<—/h(X€ Z%)*dB, ——/]hXE Ze\ds>.
dQ Fi 0
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Under P¢, the observation process, Y¢, is a Brownian motion and independent of (X¢, Z¢). By
the Kallianpur-Striebel formula,

e | (X2, 20) 2| %1
t
Eole(XF, Z0)[1Y5] = "
Epe | = e
P [d}? 7 yt}
with
d@ _ Ee = ex h € 5 € _ — € 5
= D; = exp (X5, Z9)*dY; |hXZ|ds.
dP? | .

So if we define

() = Ee [so(Xf,Zf)exp ( / hXE, Z) e — & / Ih(XE, 22| ds) yf] |
then
() = p%g(w)_
pi(1)
Denote by L¢ = %ﬁ r + Lg the differential operator associated to (X¢, Z¢). That is,
£F:Z:fi(m,z + = ]Zzlgg ”“aiazj

82
ES—Zb mzaxl—i- Z oo* ”xzax,@xj

1,j=1

where -* denotes the transpose of a matrix or a vector.
Then the unnormalized measure-valued process, p°, satisfies the Zakai equation:

(3) dpi () = pi (L5p)dt + pi(hep)dYy
po(w) = Eqle(Xg, Z5)]
for every ¢ € CZ(R™ " R) (see, for example, Bain and Crisan (2009)). For k > 0, Cf is the
space of k times continuously differentiable functions f, such that f and all its partial derivatives
up to order k are bounded.
From the theory of stochastic averaging (see, for example, Papanicolaou et al. (1977)), we

know that under suitable conditions, X¢ converges in law to X° as ¢ — 0, where X© is the
solution of an SDE

dXY = b(XD)dt + 5(X7)dW;

for suitably averaged b and &. Denote the generator of X" by L.

We want to show that as long as we are only interested in estimating the slow component, we
can take advantage of this fact. More precisely, we want to find a homogenized (unnnormalized)
filter p¥, such that for small €, p*% which is the z-marginal of p$, is close to p”. The x-marginal
of p7 is defined as

i) = [ plapildsdz)
for every measurable bounded ¢ : R™ — R, and p° is the solution of
(4) dpi (@) = p(L)dt + p} (hep)dYy
po() = Eqlp(X0)],
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where h is a suitably averaged version of h. The measure-valued processes 7° and 7% are then
defined in terms of p® and p** as ¢ was defined in terms of p°:

oy @) ey P (@)
O Ty

Note that the homogenized filter is still driven by the real observation Y¢ and not by a “ho-
mogenized observation”, which is practical for implementation of the homogenized filter in ap-
plications since such homogenized observation is usually not available. However, should such
homogenized observation be available, using it would lead to loss of information for estimating
the signal compared to using the actual observation.

In this paper, we will prove L'-convergence of the actual filter to the homogenized filter, i.e.
we will show that for any T > 0,

;IL%E [d(ﬂ-?x’ W%)] =0,

where d denotes a suitable distance on the space of probability measures that generates the
topology of weak convergence. This convergence result is shown in Park et al. (2010) for a
two-dimensional multiscale signal process with no drift in the fast component SDE. Here, we
extend the result to an R™*"-dimensional signal process with drift and diffusion coefficients of
the fast and slow components dependent on both components. The proof of Park et al. (2010) is
based on representing the slow component as a time-changed Brownian motion under a suitable
measure, which cannot be extended easily to the multidimensional setting we assume here.

Based on (3) and (4), the filter convergence problem is a problem of homogenization of a
SPDE. Homogenization of diffusion processes with periodic structures is done using the mar-
tingale problem approach in Papanicolaou et al. (1977) and limit behavior of stochastic pro-
cesses is studied using asymptotic analysis in Papanicolaou and Kohler (1975) and Chapter 2
of Bensoussan et al. (1978). Bensoussan et al. (1978) studies linear SPDEs with periodic coef-
ficients and also used a probabilistic approach in Chapter 3. Homogenization for the nonlinear
filtering problem is studied in Bensoussan and Blankenship (1986) and Ichihara (2004), where
asymptotic analysis is performed on a dual representation of the nonlinear filtering equation.
Ichihara (2004) studies homogenization for Zakai-type SPDEs using two different approaches
- the martingale problem approach and BSDE techniques. Our convergence proof applies
BSDE techniques by invoking the dual representation of the filtering equation and using as-
ymptotic analysis to determine the limit behavior of the solution of the backward equation.
Pardoux and Veretennikov (2003) give precise estimates for the transition function of an er-
godic SDE of the type (2), and these results are used in our proof. To our knowledge, such
method of homogenization for SPDEs using BSDE and asymptotic methods has not been done
before.

For a given bounded test function ¢ and terminal time 7', we follow Pardoux (1979) in intro-

€7T74P(

ducing the associated dual process v; x,z), which is a dynamic version of Epe[p(X5)D5.|V5]:

7T7 2
Uf x,2) = EPf,x,z[‘P(X%)DZT’yZT]

where Pj ,  is the measure under which X¢ and Z°¢ are governed by the same dynamics as
under P¢, but (X¢, Z°) stays in (z,z) until time ¢, then it starts to follow the SDE dynamics.
DET = D&(Df)™'; and Vip = o(YF =Y7 :t <r < T)VN (recall that N denotes the
Q-negligible sets). From the Markov property of (X¢,Z¢) it follows that for any ¢t € [0,7]:

7T7
ACNS

(X©,7°)):

= p7"(¢). In particular (because at time 0, p° is just the starting distribution of

pr’(p) = /US’T’W(CE,Z)Q(Xg,zg)(dl“,dz)-
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Similarly introduce
07T7 M
v ?(z) = Eez [p(X7) DYr|Virl,

where
. T _ 1 T _
D =oxp ([ hxdyave -5 [ hexdpar)
t t

and P} is the measure under which X Y is governed by the same dynamics as under P?, but

stays in x until time ¢. We can also show that for any ¢ € [0, 7T: pg(vg’T"p) = p%(¢), so that

#0) = [ o7 (2)Qxp(de).

Note that Q X0 = Qxe, because the homogenized process has the same starting distribution as
the unhomogenized one.

Now fix 7" and ¢ € CZ(R™,R) and write v§ = v5 T and o) = o277

Our aim is to show that for nice test functions ¢, and for the dual processes v® and v° defined
above, E[|v§(x, 2) — v9(z)[P] is small (in a way that will depend on z and z). Then

Bli(0) - AP = B || [ 0560, - oD (.| |

<E [/ lvg(x, z) — vg(x)\p@(xg,zg)(dx,dz)]

— [ Blls(e.2) - @) )0xg 25 ()

will also be small as long as Q Xg,7Z¢) 18 well behaved.

3. FORMAL EXPANSIONS OF THE FILTERING EQUATIONS AND THE MAIN RESULTS

Before we continue, let us change notation: For large parts of this article we will only work un-
der P?, and the process Y is a Brownian motion under P which is independent of (X¢, Z¢, X©).
Therefore from now on we write P instead of P and B instead of Y¢ to facilitate the reading.
The distribution and notation for the Markov processes (X¢, Z¢, X°) do not change.

The key point is now that v* and v° solve backward SPDEs:

(5) —dv; (z, z) = L7 (z, z)dt + h(z, 2)*v§ (x, z)dgt
vp(z,2) = p(x)
and
_ _ <
(6) —dv) (x) = Lo} (x, 2)dt + h(z)*v) (z)d By

vy (z) = ().

<—
Here and everywhere in this article, dB denotes 1t6’s backward integral.
We formally expand v° as
Uf('% Z) - u?(m, Z) + guz}/s (.%', Z) + 52“?/6('%'7 Z)
Note that rigorously this does not make any sense, because:

e We work with equations with terminal conditions. But when we send ¢ — 0, then t/e
converges to infinity. So for which time should the terminal condition of e.g. wu! be
defined?

e The terms in this expansion will all be stochastic. Then if u! is adapted to FZ, the

<+
stochastic integral ftT u; Je (x,z)dByg a priori does not make any sense for £ < 1.
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However if we do such a formal asymptotic expansion, and then call
O(t, ) = uO(t, x), Yt x, 2) = 6ui/6(:n, z), R(t,z,z) = e2ut2/6(:n, z)

(of course all terms except v depend on e, which we omit in the notation to facilitate the
reading), then these terms have to solve the following equations:

—dv)(z) = L) (z, 2)dt + B(w)*vg(x)dj}_?t
(7) —dp}(z,2) = éﬁpzp,} (2, 2)dt + (L5 — L)vg (z)dt + (h(z, 2) — h(z))" v,?(x)dgt

<+
(8) —dRy(z,z) = LERy(x, 2)dt + Lsby (x, 2)dt + h(z, 2)* (Y} (z,2) + Ry(2,2)) dBy
with terminal conditions
(T, ) = p(x), ' (T,z,2) = R(T,x,2) = 0.

Note that the equation for v° is exactly the desired equation (6). By existence and uniqueness
of the solutions to these linear equations, we can apply superposition to obtain that then indeed

v (2,2) = v0(@) + ¥l (@, 2) + Rela, 2).

Therefore showing LP-convergence of v° to 1° reduces to showing LP-convergence of ¢! + R to
0. To achieve this, we will give probabilistic representations of 1! and R in terms of backward
doubly stochastic differential equations. This will allow us to apply the existing estimates for
the transition function of Z% from Pardoux and Veretennikov (2003).

It will be convenient for us to work with functions that are smoother in their z-component
than they are in their z-component or vice versa. To do so, introduce the function spaces
CF{R™ x R",RY): For 6 : R™ x R" — RY, § = 0(z, 2), write § € CFY(R™ x R",RY), if 0 is
k times continuously differentiable in its z-components and [ times continuously differentiable
in its z-components. If 6 as well as its partial derivatives up to order (k,[) are bounded, write
0 € CP'(R™ x R™,RY).

Introduce the following assumptions:

(Hgtat) For the existence of a stationary distribution u(x, dz) for Z*, we suppose that there exist
My > 0, > 0, such that for all |z] > M

sup(f(z, z),z) < —C|z|*.

For the uniqueness of the stationary distribution pu(z,dz) of Z*, we suppose uniform
ellipticity, i.e. that there are 0 < A < A < oo, such that

A < gg*(z,y) < AT

in the sense of positive semi-definite matrices (I is the unit matrix).
k.l e coeflicients of the fast diffusion satis S ’ X an S ’ X
HF},;) The coeffici f the fast diffusi isfy f € CP/(R™ x R",R") and g € Cp'(R™
R Rnxk)
kl e coeflicients of the slow diffusion satis S ’ X , and o € ’ X
HSj;) The coeffici f the slow diffusi isfy b € Cp'(R™ x R",R™) and o € Cp'(R™
R™ Rmxk)
(HOyg,) The observation function h satisfies h € C’If’l(Rm x R", R%).

We will usually write poo(, dz) instead of p(z,dz). Also introduce the notation
pi(z,0;x) == / 0(z, 2 )pe(z, 2 2)d2" == E,[0(Z])]

where z denotes the starting point of Z%, and 2z’ — pi(z, 2’;x) is the density of Z7 if at time 0
it is started in z. Note that the density exists for all ¢ > 0 under the condition (Hgtat), because
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of the uniform ellipticity of gg*. Similarly

Doo(0; ) = - 0(x, 2)poo (x, dz).

Let the differential operator £ be defined as

82
}E:b axz*_ EE: @i (% 2) g o

7]7

where b(1) = poo(b;7) and @ = poo(00™; ). Also define h(z) = poo(h; ).
We introduce the following notation: A multiindex o = (o, ..., aq,) € Nj is of order
Given such a multiindex, define the differential operator
Do — glal
ot .

Finally introduce the following norms for f € Cf(Rm R™):

1 llkoo = D 11D Fllog

jal<k

where || - || is the usual supremum norm.
Our main result is

Theorem 3.1. Assume (Hstqr), (HFs4), (HS74), (HOsa4), and that the initial distribution
Q(X&ZS) has finite moments of every order. Then for every p > 1 and T > 0 there exists

C > 0, such that for every ¢ € C}

: 0 p1\1/P
(Eq [|77(9) = mr(0)["]) " < VeCllpllaoo
In particular, there exists a metric d on the space of probability measures, such that d generates
the topology of weak convergence, and such that for every T > 0 there exists C' > 0, such that

Eq [d(x5%,73)] < VeC.

This result will be proven in Section 6.

In particular we can use Borel-Cantelli to conclude that if (g,,) converges quickly enough to
0, then 7°» will a.s. converge weakly to 7°.

The ideas are rather simple: We represent the backward SPDEs by finite-dimensional sto-
chastic equations (this will be BDSDESs). The diffusion operators get replaced by the associated
diffusions. We are able to solve those finite-dimensional equations explicitly, or at least give
explicit estimates up to an application of Gronwall. This allows us to estimate ¢! and R in
terms of the transition function of the fast diffusion. But Pardoux and Veretennikov (2003)
proved very precise estimates for this transition function. These estimates allow us to obtain
the convergence.

While the ideas are simple, the precise formulation and the actual proofs are quite technical.
We start by describing the probabilistic representation.

4. PROBABILISTIC REPRESENTATION OF SPDES
In this section, we derive probabilistic representations for SPDEs of the form
©)  —diw, t,x) = Lob(w, b, 2)dt + f(w, £, 2)dE + (g(w, ,7) + Clew, b, 2)ib(w, £, 2))d By
(T, z) = p(w, z)

where 1 : Q@ x [0,T] x R™ = R, f: Qx[0,T] xR™ - R, g : Q x [0,T] x R™ — R™? and
G:Qx[0,T] x R™ = R ¢ :QxR™ — R are all jointly measurable, and (B; : t € [0,T])
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is a d-dimensional standard Brownian motion under the measure P. Equation (9) represents
the general form of the equations (7) and (8) for the corrector 9} (x,z) and error Ry(z,z),
respectively. The differential operator £ is given by

m 2

L= Z il Bacz Z Bmzaxj

1=1 7j=1

l\')IH

for measurable b : R™ — R™ and a : R™ — S§™*™ (S™*™ denotes positive semidefinite sym-
metric matrices). We will represent these equations in terms of BDSDEs as introduced by
Pardoux and Peng (1994). Note that for these linear equations it is possible to give a Feynman-
Kac type representation without using BDSDEs. This is done, for example, in Rozovskii (1990)
(“The Method of Stochastic Characteristics”). However the BDSDE-representation has the ad-
vantage that it permits us to apply Gronwall’s lemma. This would not be possible with the
method of stochastic characteristics.
A BDSDE is an integral equation of the form

T T - T
Y;ﬁ :£+/ f(S,Y;,ZJdS—{—/ g(S,YS,Zs)st—/ stWs
t t t

where B and W are independent Brownian motions. The solution (Y, Z;) will be FZ. v F}V-
measurable. Starting from the notion of BDSDEs, we can define forward-backward doubly
stochastic differential equations. Let o = a'/2 and

S S
X =g +/ b(XL")ds +/ o(XE")dW, for s >t
t t
Xb =g for s <t

We then define the following BDSDE

-
—dY}" = f(s, X0P)ds + (g(s, XL")ds + G(s, X" )Y )dBg — ZHdW
Yt,l‘ — (P(Xt’x)
T T

It turns out that this gives a finite-dimensional probabilistic representation for equation (9). This
is not completely covered by Pardoux and Peng (1994), because we have random unbounded
coefficients, and because we do not assume the diffusion matrix a to have a smooth square root.
On the other side, the equation is of a particularly simple linear type. In the remainder of this
section, we give the precise statement and proof for this representation. This can be skipped at
first reading.

We will not be able to get an existence result for classical solutions of the above SPDE from
the theory of BDSDESs: This is due to the fact that for this we would need smoothness properties
of a square root of a. But even when a is smooth, in the degenerate elliptic case it does not
need to have a smooth square root (see, for example, Stroock (2008), Chapter 2.3). Instead
we will use the existence result of Rozovskii (1990) and only reprove the uniqueness result of
Pardoux and Peng (1994) in our setting. This will work under Lipschitz continuity of al/?.

Define for 0 <t <s<T

fg’sBza(Bu—Bt:tgugs)

and ]:ti as the completion of ]:2 ;B under P. Introduce the space of adapted random fields of
polynomial growth:

Definition. Pr(R™,R"™) is the space of random fields
H:Qx[0,T] x R™ - R"
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that are jointly measurable in (w,t, ), such that for fized (t,x), w — H(w,t,x) is ffT—measumble.
Further for fized w outside a null set, H has to be jointly continuous in (t,x), and it has to satisfy
the following inequality: For every p > 1 there is C, > 0, ¢ > 0, such that for all x € R™

E[sup H(t,2)?| < Cy(1+ [2])

0<t<T

We make the following assumptions on the coefficients of the SPDE:

(Sk) f and g are k times continuously differentiable and the partial derivatives up to order k
are all in Pr. G is (k + 1) times continuously differentiable and the partial derivatives
up to order (k + 1) are all uniformly bounded in (w,t,x). ¢ is k times continuously
differentiable, and all partial derivates of order 0 to k grow at most polynomially.

We make the following assumptions on the coefficients of the differential operator L:
(Dg) b€ CER™,R™), a € CF(R™,S™* ™), and a is degenerate elliptic: For every £ € R™ and
every x € R™,
m
(a(2)6,6) = > ai(x)&&; > 0.
ij=1
Then we have the following result:

Proposition 4.1. Assume (S) and (Dy) for some k > 3. Then the equation (9) has a unique
classical solution 1 in the sense that for every fivred w outside a null set, P(w, -,-) € C’O"'“*I([O7 T x
R%R), o and its partial derivatives are in Pr(R™,R), and v solves the integral equation. If 1
is any other solution of the integral equation, then v and ¢ are indistinguishable. If further f,g
and ¢ as well as their derivatives up to order k are uniformly bounded in (w,t,x), then for any
p > 0 there exist Cp,q > 0 (only depending on p, the dimensions involved, the bounds on a,b
and G, and on T), such that for all || <k —1 and x € R™:

E |sup [D*(t, z)[”

t<T

< C(1+ |2|9E

@llf o0 +sup [1£ (L, )} o0 + sup llg(t, -)IIZm] -
t<T t<T

Proof. This is a combination of Theorem 4.3.2 and Corollary 4.3.2 of Rozovskii (1990) (The
claimed bound is only given for the equation in unweighted Sobolev spaces, in Corollary 4.2.2.
But from that we can deduce the result for the weighted Sobolev case). The only thing we need
to verify is that our polynomial growth assumption on the coefficients is compatible with the
Sobolev norm condition there. But if § € Pp(R™,R"™), then for any p > 1 there certainly is an
7 < 0 such that @ takes its values in the weighted LP-space with weight (1 + |z|2)"/2:

B | sw [ 1600+ o) de| <E| [ sup |e<t,x>|p<1+|x|2>’“/2dx]
0<t<T 0<t<T
— [E] sup jot.)P| 1+ fo) s
o<t<T
< [Cu+la+ laPy T2 < oo
for small enough 7. O

Now we combine this result with the theory of BDSDEs:
Let (Wy : t € [0,T]) be an n-dimensional standard Brownian motion that is independent of
B. For 0 <t <s, fgg is defined analogously to .7-"5;. For 0 <t < T we set

Fi=FipvFY
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Note that this is not a filtration, as it is neither decreasing nor increasing in ¢. Introduce the
following notation:

e HZ(R™) is the space of measurable R™-valued processes Y s.t. Y; is Fi-measurable and

T
E [/ |Yt|2dt] < oo.
0

° S%(]Rm) is the space of continuous adapted R"-valued processes Y s.t. Y; € F; and

E [ sup |Yi?| < oo,
0<t<T
A BDSDE is an integral equation of the form
T T - T
(10) Y, =¢ —i—/ f(s,Ys, Zs)ds —|—/ 9(s,Ys, Zs)dBs —/ ZsdWs.
t t t

(Y, Z) will be called solution of (10) if (V,Z) € SZ(R™) x HZ(R™ ") and if the couple solves
the integral equation. We will also write the equation in differential form:
<—
—dYy = f(t, Yy, Zy)dt + g(t,Yr, Zi)dBy — ZidW.

Pardoux and Peng (1994) show that under the following conditions, equation (10) has a unique
solution:

o £ € L2(Q, Fr,P;R)

e for any (y,2) € R x RY™: f(- - y,2) € HA(R) and g(-,-,y, 2) € HA(R*K)

e f and g satisfy Lipschitz conditions and ¢ is a contraction in z: there exist L > 0 and
0 < a<1s.t. for any (w,t) and y1,y2, 21, 22:

|f(t,w,y1,21) — ft,w,y2, 22)]> < L(Jy1 — y2l* + |21 — 22/*)  and
’9(t7w7y172’1) - g(taway2722)‘2 S L’yl - y2’2 + 04’21 - 22’2.

Now we want to associate a diffusion X to the differential operator £. To do so, assume that
(Dg) is satisfied for some k > 2. Then o := a'/? is Lipschitz continuous by Lemma 2.3.3 of
Stroock (2008). Hence for every (¢,x) € [0,T] x R™, there exists a strong solution of the SDE

X =g+ /S b(XE")ds + /S o(XE)dW, for s > t,
X =g tforsgt. t
Associate the following BDSDE to (9):
(11) YL = f(s, X\7)ds + (g(s, X17)ds + G(s, X2V ")dB, — ZLdW,,
Vi = p(X").
Under the assumptions (Sy) and (Dg) for & > 2, this equation has a unique solution.

Proposition 4.2. Assume (S;) and (Dy) for some k > 3. Then the unique classical solution
Y of the SPDE (9) is given by ¥(t,x) = Y;t’x, where (Y4 Zb%) is the unique solution of the
BDSDE (11).

We can give exactly the same proof as in Pardoux and Peng (1994), Theorem 3.1, taking
advantage of the independence of B and W . For the reader’s convenience, we include it here.

Proof. Let ¢ be a classical solution of (9). It suffices to show that
(%(s, X37), Dip(s, Xo")o (XT) it < s < T)
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solves the BDSDE (11). Here D1 is the gradient of ¢. For this purpose, consider a partition
t=ty <ty <---<ty,=Tof[t,T]. Then

I
-

n

Yt XpT) = (T, X37) + > (bt X17) = (tipr, X127))

= s
[e=]

n—

= Q(X5") + ) (Wt X177 — (tir, X7)))
=0

and
¢(tl’X§;x) - ¢(tl+1’ thil)
(T;Z) ti, Xt x) ¢(tl7 Xtil)) + (¢(tla Xt:il) - Tzz)(terla Xt:il))

tz+1 ti+1
( / Y(t, X% )ds + D (t;, ngﬂﬁ)a(X;vx)dWs)
t;

ti

tir1
/t (Lip(s, X} +1) + f(s, thﬂ))ds

3

bt t,x t,x <
T / (9(s, XE7 ) + G(XET )ib(s, X0 ))dB,.

i

This is justified because X»* and v are independent and because 1) grows polynomially, hence
we can apply Itd’s formula. We also used the fact that ¢ is a classical solution to (9). If we let
the mesh size tend to 0, then by continuity of X»* and 1, the result follows. O

5. PRELIMINARY ESTIMATES

The notation DY indicates that the differential operator D is only acting on the x-variables.
The following result will help us to justify the BDSDE-representations on the deeper levels.
Recall that pi(z,0;2) = E[0(z, ZF)| Z§ = z].

Proposition 5.1. Assume (HFy;). Let 0 € C*{(R™ x R™,R) satisfy for some C,p > 0
S 3 |paptot. )| < €1+l + 2.
lo| <K |B<l
Then
(t,2,2) = pi(2,0;2) € COFU R, x R™ x R R)
and there exist Cy,p1 > 0, such that for all (t,z,z) € [0,00) x R™ x R"
> X | PeDipi(a0:0)| < CLet A+ fal 4 2.
lal<k |B|<i

If the bound on the derivatives of 8 can be chosen uniformly in x, i.e.

Z Z sup ‘DgDEQ(az, z)

lo<k|B|<t *

<O+ [2),

then the bound on the derivatives of pi(z,0;x) is also uniform in x:

> > sup | DeDIn(z,0:0)| < CreC (1 + [z,
lal<k|B|<l *
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Proof. Note that p(z,0;2z) = E[0(z, ZF)| Z§ = z) = E(0(Xy, Z1)|(Xo, Zo) = (z, z)], where
Xy = Xo

t t
Zi= 2o+ [ f(XZ)ds + [ g(X Zoaw..
0 0

In this formulation, the first result is standard. Cf. e.g. Stroock (2008), Corollary 2.2.8.
The second statement can be proven in the same way as Stroock (2008), Corollary 2.2.8. [

In the following Proposition we collect some results from Pardoux and Veretennikov (2003):

Proposition 5.2. Assume (Hsq) and (HFy3). Let § € CFO(R™ x R™ R) satisfy for some
C,p>0:

S sup |D2O(z, 2)| < O(1 + |=PP).
laj<k ©

Then

(1) = po(0;2) € CFR™, R).
(2) Assume additionally that 6 satisfies the centering condition

/ 0(x, 2)poo(z,dz) =0
for all x, and that § € CHY(R™ x R™ R) and

Z Z sup ‘DngG(x,z) <C+|2P).

o<k |B|<1

Then

(r,2) — / pi(z,0; x)dt € CPHR™ x R™ R),
0

and for every q > 0 there exist C1,q1 > 0, such that for every z € R"

S5 [ s

la|<k[B]<1

DEDSpi(=,0:2)|" dt < C1(1 + [|%).

Proof. The statements are taken from Theorem 1, Theorem 2 and Proposition 1 of Pardoux and Veretennikov
(2003):
(1) We get from Theorem 1 of Pardoux and Veretennikov (2003), that for any ¢ > 0 there
exists Cy > 0, such that for any (z, z,2") € R™ x R"™ x R™:

C
sup | D%poo (2; )| < —L—.
o;k $p| =peel32)] < 1+ |2

So if we choose ¢ large enough and differentiate poo(0; x) under the integral sign, then
we obtain the first claim. (Of course here we have to use the growth constraint on 6 and
its derivatives).
(2) This follows from the bounds on the derivatives of p;(z, 6; x) that are given in Pardoux and Veretennikov
(2003), Theorem 2, formulae (14) and (15): For any k£ > 0 there exist Cy, my > 0, such
that for any (t,z,2) € [1,00) x R™ x R"

> D ‘Dfofpt(Z,@;w) < Cy

lo|<k[B|<1

1+ |z|™*
(14t)k
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We combine this estimate with Proposition 5.1, from where we obtain for (¢,z,z) €
Ry x R™ x R"

> > sup | DeDIn(z,0:0)| < CreC(1+ [z,
o<k |B|<l *

We choose k such that gk > 1 and use the first estimate on [1,00) and the second
estimate on [0,1). The result follows.

O

We will also need some moment bounds for the diffusions X¢ and Z°¢.

Proposition 5.3. Assume (Hgqt) and that the coefficients b and o and f and g of the fast and
slow motion are bounded and globally Lipschitz continuous. Then for any p > 1 there exists
Cp > 0, such that

sup E[lZ[P1(X5, Z5) = (, 2)] < Cp(1 + [2[7).
(t,e,x)€[0,00) % [0,1] xR™

Also, for every T > 0 and every p > 1 there exist C(p,T),q > 0, such that

sup  E[|X7IP|(XG, Z5) = (2,2)] < C(p, T)(1 + |zP).
(t,e)€[0,T]x[0,1]

Proof. The first claim can be proven exactly as in Veretennikov (1997): First write Z§ := Z°¢

te2”
Then
dZtE - f( 662tvdZtE)dt+g( efEQvachtE)dV_Vt5
where W§ := 1/eW_2, is a Wiener process. Next, introduce the same time change as in
Pardoux and Veretennikov (2001) page 1063: k(x, z) := |g(z, 2)*z|/|z|, ¥°(t) :== t K2(X5,, Z5)ds,

() :== (v°)~1(t). Define Z¢ := Z° Then

@)
AZf = k(X5 Z5) (X oy Z5)dt + kN (X oy, Z5)9(X oy, Z5) AW
with a new standard Brownian motion W¢. Now we are in a position to just copy the proof of

Lemma 1 in Veretennikov (1997) (which we do not do here) to get the first result.
The second claim is obvious, because the coefficients of X¢ are bounded. ]

Now we we are able to impose conditions on the coefficients of the diffusions that guarantee
smoothness of the coefficients of £. Recall that £ was defined as

L1 = 9?
Z b 83:2 Z aij (x, Z) 63:2833]

3,j=1

where b = poo(b; ) and @ = poo(00™; ).
Proposition 5.4. Assume (HFy3), (HSyp0), and (HOy). Then
be CFHR™,R™),a e CFR™, S™™) h e CFR™,R")

Proof. All the terms of b, @ and h are of the form p..(6;z). So by Proposition 5.2, we only need
to verify that the respective 6 are in C*9 and satisfy the polynomial bound

Z sup |Dz0(z, z)| < C(1 + |2[P)
aj<k *

for some C,p > 0. But we even assumed them to be in Cf ’0, so the result follows. O
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6. PROOF OF THE MAIN RESULT

We will find convergence rates for the corrector and remainder terms that are expressed in
terms of v¥ and its derivatives. So now we give bounds on v" and its derivatives in terms of
the test function . This is necessary, because we do not only want to show convergence of the
filter integrating fixed test functions, but with respect to a suitable distance on the space of
probability measures.

Lemma 6.1. Let k > 2 and assume b,a,p € Cé““, and h € le”. Then v° € C%%([0,T] x
R™,R), and for any p > 1 there exist Cp,q > 0, independent of ¢, such that for all x € R™:

T [ sup (D40 | < Cyl1 + ol
jal<h

0<t<T

In particular, v° and all its partial derivatives up to order (0,k) are in Pr(R™,R).

Proof. This is a simple application of Proposition 4.1, noting that the equation (6) for WY is of
the type (9) with f =0, ¢ =0, and G = h*. O

We will prove LP-convergence of 1! and R separately:

Lemma 6.2. Let k,l > 2. Assume (Hgqat), (HFgi1141), (HSk+1,41), and (HOgqq141). Also
assume v° € COFFTL([0, T] x R™,R), and that all its partial derivatives in x up to order k+1 are
in Pr(R™,R). Finally assume a,b,h € CF. Then ¢! € CO%L([0,T] x R™ x R™",R), and ¢! as
well as its partial derivatives up to order (0,k,l) are in Pp(R™ x R™ R). For any p > 1 there
ezist Cp,q > 0, independent of o, such that for any (z,z) € R™™ and any € € (0,1)

D
Y. swp E[IDS¢f(x,2)P] <e2Cp(1+ 127 Y E[sup \Dszv?(x)!”]-
la|<k—19St=T 0<|af<ki1  LOSIST

Proof. 1} (x, z) solves the BSPDE

(12) — dz/)tl (,2) = Eﬁpibtl(x, z)+ (Ls — E)v?(:c)} dt + [h(az, z) — B(x)]* vg(x)dgt,
1/)%(:6, z) =0.

Existence of the solution ¢! and its derivatives as well as the polynomial growth all follow from
Proposition 4.1. Write Z5%(%2) for the solution of the SDE

1 1
dzem(t2) — ALACEIAY P 75762 v >t
s gf(x’ s ) s+ \/gg(xa s ) i s =

ngmv(tvz) =2z, S S t.

We consider (x,Ze’x’(t’Z)) as a joint diffusion, just as in the proof of Proposition 5.1 (z has

at(t,az,z)(

generator 0). By Proposition 4.2, the solution of (12) is given by 1), the unique solution

to the BDSDE

— A8 = (L5, 2570 = )od(a)ds + (e, 2570) — b)) oY w)dB,,
plieD) _ g,
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We will drop superscripts (t,x,z) for 09“’3)(1) and write 0! instead. Similarly, we write Zg*

t . .
instead of Z’ @ (62) i (w, 2) is }}?T—measurable, hence, so is 6}.

atl =E [eg‘ffﬂ
T T .
=E [/t (Ls — ﬁ_)vg(m)dSIffT] +E [/t [h(x, Z5%) — B(gg)]* Ug(ﬂﬁ)st\ffT

T
- E [ / wﬁ’x’des|ffT} .
t

W and B are independent, therefore W is a Brownian motion in the large filtration (F)Y VFE, :

s € [0,7T]), hence E [ AL | FW v ffT} = 0, and by the tower property

T
E [/ wﬁ””’deslﬁng} =0
t

v is FB-measurable and £ has deterministic coefficients. Thus

T T
E [/ E_vg(m)ds]]:fT] = / E [E_vg(m)]ffﬂ ds
t t

0
:/t Zpoo bis )5 - ]leoo 70")ii0) gy t8L) s
Since Z°* is independent of B,
T T
E[/ cs(.7zg,w)vg(m)dsyﬁffT] :/ E [Ls(-, 25700 (x)|F2] ds

t t
:/ ZE bi(r, 7Y -2 00(a) ZE (007 )ii(ar, 257~ (x) b ds

f Bxi 52 W 57 0wy °

o

:/t Zps t/e z bum) Zps 1)/ (2 (oo )sz)MUs(ﬂU) ds,

1,j=1
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-t

0
{Zp(s t/e poo(bﬁx);x)axAvg(x)

SO

0%
i, vg(x) p ds

1 m
+5 Y P(s-)/e(z, (00%)ij = poo((00¥)i53 7); )
ij=1
(Poo(-; ) does not depend on z, so can be brought inside the integral p(,_)/-(z, -; x)

m T—t
: 0
<eg Z/ pu(z, bl-—poo(bi;x);x)%vguﬂ(x)du
=170 E
c m T—t 82
#5100 [ 7m0 o0 i) g (o)
ij—1 i
<Y [ It = palbiahia)ldu sup |2 o8(a)
i—1 70 t<s<T
§ 0
+ = w(z, (oo™ (00 x);x)| du su vy (
Z/ 21 (07" )i = P00 ;) s |l
(f — poo(f; ) is centered, so by Proposition 5.2, (2):)
<eCi(1+|2|7) i sup 0 00(x) + 3 sup o v2(x)
n — t<s<T Ox; T tSs<T Ox;xj °
and therefore finally
T N p
E 'E [/ (ES—E)vg(x)ds]ffT] ]
t
m o P& 82 4 |
13 < ePCy(1 + |2|2)E su vg(T)| + su vg (T
(13) N 21+ [#1%) th<s£T Ox; ° (@) = 1t<s£T Oz (=)

Next, using again v{ € .7-" T and that Z%7% is independent of B,

T - T B -
E[ / [h(w,zgf’x)—B(w)}*v2<x>d33|f£4= / E [[h(z, Z5%) — h(x)]" v0(x)| FB;] dB,

—

T
=/ P(s—1)/e (2, h — hyx)* vl (x)dBs.
t

_ —
Fort<r<T,r— fer(s—t)/e(Z, h — h;z)*vY(z)dBs, is a martingale w.r.t. (F2,.:r € [t,T)) if
time is run backwards. Hence by the Burkholder-Davis-Gundy inequality,

T _ «— [P T _ —
E '/ P(s—t)/= (2, h — hyz) vl (x)dBs| | < CyE [(/ P(s—tye (2, h — By 2)*vd(2)dB,)P? | |
t t
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where

T _ —
( / Ploty)e(2:h — s )"0 (x)dB,)
t

T - 2
=/ D(s—t)/e (2, b = s )"0l ()| ds
t
T—t

< 5/5 pulz.h = hy)|* du sup [v0(z)|”
0 t<s<T

Ss/w pulz.h = hya)|* du sup [v0(z)[”
0 t<s<T

<eCs(1+4|2]%) sup |v2(x)‘2 (by Proposition 5.2, (2), since h — h is centered).
t<s<T

Therefore,

p

T _ —
(4 E ”/ Pa—tyye(z:h = hi2)*v)(@)dB,| | < 2Cu(1+[2|")E
t

sup |vg(x)‘p] .
t<s<T

Combining (13) and (14),

E[|6]"] < ePCa(1+2|%) > E
|a[<2

sup IDS’;“U?(SE)I”] -
t<s<T

Next, consider a first order x-derivative of 6}

igl — 9 /TE [Ls — L] v)(z)ds + 2 TE [h(z, Z57) — B(m)]*vo(az)d}_?
oxy, ¢ oz J; s ® Oz Jy o .
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Interchanging order of differentiation and integration,

9 /TIE [Ls — L] v2(x)ds

oxy,

m
< az
i=1

0 0
{8—xkpu(z’ bi — Poo(bi; x); x)a—xivgwt(x)

82
+pu(2, bi — Doo(bi; x); x)ax—kx@guﬂ(m)} du

3

/ { 0 Pu(2, (UO'*)ij_poo((UU*)ij;x);x)% gu+t( )

31‘k

zy 1 et
* 83 0
+pu(2, (00" )ij — Po((007)ij; ﬂf)@)m%uﬁ(ﬁﬂ)} du
<€§: /00 ip (2,b; — poo(bi; x); )| du sup 0 9x)
> - 0 axk ul\%, 04 oo(Uiy L) reser | O s
00 32 0
+ w(Z, 05 — Poo(bi;x); )| du su vg (2
It = petb i du sup |ale)
82
+ = 2,(00™)ii — poo((00™ )i du su vgaz‘
Z{/O Gl (70 )y = pecl(00") 5052 | s |
[e'S) 83
+ w2, (00%)ii — poo((00™ )i 2); )| du su v (x
|| It (00%) el )il du swp |5l >}

<eCs(1+ %) Y swp [DI(@)]
1<p<atsssT

where the last step follows again from Proposition 5.2, (2). Taking expectation,

9 /TE [Ls — L] v)(x)ds

E
(15) By

t<s<T

p
] <PC(1+12") Y E
1<B<3

sup ‘vag(aﬂ) ‘p] .

Next, by (HOy,), we can interchange the order of ordinary differentiation and stochastic inte-
gration (cf. Karandikar (1983)):
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where
T o 3 2
/t 92r (E [h(z, Z5") — h(x)]* v?(m)) ds
T—t 9 ) 2
e [T e = Bl a) £ puesh = ) gl )|
<2 /OO 9 (2,h — h;x) 2{1)0 (x){zdu—i—/oo‘ (2 h—ﬁ'$)‘2 ivo (x) 2du
> 0 8.%'kpu ) ’ eu-+t 0 PulZ, ) axk eu+t
2 0 2
<eCr(1+ \z[‘”){ sup |vl(z)|"+ sup |=—vi(z) }
t<s<T t<s<T | 0T,
The last step follows once again from Proposition 5.2, (2). So
) r _ <\
E (9—:% </t E [h(m,Zse’x) — h(x)]*vg(x)st>
p 9 0 P
(16) <e205(1 + |2|®) sup |v ‘ +E | sup |=—uv,(2) .
t<s<T t<s<T | OTk

Combining (15) and (16)

2| [  |Pivs W] -

Iterating these arguments for the higher order derivatives of 8!,

Z ‘DO‘H { < e2C0(1 + |2]70) Z E [ sup ‘D (z)] ]

o <k—1 loj<k+1 LESSST

o
ot

]<gzcg(1+\ )Y R

a<3

O

Lemma 6.3. Let k,l > 3. Assume (HFy;), (HSk1), and (HOki1141). Also assume ¢ €
COF+21[0,T] x R™ x R™,R) and that all its partial derivatives up to order (0,k + 2,1) are in
Pr([0,T] x R™,R). Then for any p > 1 there exists Cp, > 0, independent of ¢, such that for any
(z,2) € R™™ any e € (0,1), and any ¢ € [0, T

E[|R¢(z, z)[P] < C) Z / |Da¢s 7z )‘p] (x',z/):(X?(t’z)sz’(t’Z))] ds.
|| <2
Proof. Ry(z,z) solves the BSPDE
<+
(17) —dRy(z,2) = (L°Ry(x,2) + Ls} (x,2)) dt + h(z, 2)* (V; (z,2) + Ri(x, 2)) dBy,
Ry (z,2z) =0.

Existence of the solution R and its derivatives, as well as the polynomial growth all follow from
Proposition 4.1. By Proposition 4.2, the solution of (17) is given by Hgt’x’z)@), the solution to
the BDSDE

_ d9£t7$’z)(2) — E5¢;(X§’(t’$), Z?(t’z))ds + h(X?(t,a:), Z?(t,z))*w; (X?(t,a:), Z?(t,z))dgs
<
+ h(X?(t’x), Z?(t,z))*egt,a:,z)(Z)st - ,yz,a:,zdws - 5Z,$,zd‘/8
oD _

We will drop superscripts (¢, z, z) for 9§t’m’z)(2), (t, z) for Z=t2) and (t,z) for Xt
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Ri(x,z) is ffT—measurable, hence, so is 02. As before, the stochastic integrals over dV and
dW vanish when we take conditional expectation with respect to ffT. Thus

T —
fﬁﬂ +E [ [ nxe zo il z2)ab,
t

ffT] .

T
02— [ | esvroxszas
t

ffT]

T —
(18) +E [/ h(X¢,Z5)*0%dB,
t

Consider each term separately:

P

T T
E ‘E [/ Lsyl(XE, Z%)ds <E / Lsl(XE, Z%)ds
t t

ffT]

<@-vpt B ||| LUz + 5 Y 00 (X5 20
t i=1 v ij=1

82

g

Vi (XS, Z5)| | ds

! 1 * - 82 1 € e
+§||O-0- ||OO E E x‘ws(Xs’Zs)
i

T m ) . p
< &€ €

ij=1
T

<c. [ Y BlDoulxizol] ds
boiglal<2

Note that Z¢ and X¢ are F)V-measurable, 1! is ffT—measurable, and B and W are independent.
Thus

E [| Dol (x5, 29)|") = E [B[| Dol (x5, 25) | V)] = E [E [ D30de )]

so that
p]

T
(19) <G Y /t E [E[|D36N" )] (a2 | 45

ERl S
1<|a|<2

Xe ZE) I

§1“s

T
E 'E [ / Lol (XE, Z2)ds
t

J—“ET}

Next, by Jensen’s inequality, the tower property, and the Burkholder-Davis-Gundy inequality,

p p

T - T -
e[| [ nos oo zodb 25 || | <[ [ a2 vion. 2,
t t

ffﬂ

T —
<GE|([ ozl Zaba|.
t
where by Holder’s inequality and the Cauchy-Schwarz inequality
yo
2

’ 1 S\ ’ 1 2
(/ MXS, Z5%) s (XS, Z5)dBs) 2 = (/ \h(X5, Z5%) g (X5, Z5) ds)
¢ t

T
<y / Ih(XE, Z9)Pll (X, Z2)Pds.
t

7

T
20) < 04/t E [E [ (2", 2)]|] (m/,z')=(X§,Z§)} ds.

So by the same arguments as for the first term,

T —
E E[ [ nxe zoul oz, z2)abs
t

ffT}
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Finally, using Burkholder-Davis-Gundy in the second line, and Cauchy-Schwarz in the third

line
T . P T o |P
E ‘E[/ h(X5, Z5)*05dB, ]:ET:| ] SE[/ [W(X5, Z)]" 03d B,
t t
T
< C,E </ \h(XE,Z5) 02\2ds ]
t
T 5
<o |( [ e zomras) ]
t
T
(21) <Csllnl. [ B{62Pds
t
Combining (18) with (19), (20), and (21)
2 p T 2
{9 < Cs Z / ‘Do‘w (2’ z){ ](x,7z/):(xg,zg)] d3+C5HhHgo/t E[|05[7]ds
|a|<2

By Gronwall,

E [|6:]"] < Cé Z/ E [E[| D36 )] (e ey B | €T 7O

R
|a|<2

Z/ E E [| DS (2, 2 H(H) (X;Zé)]d

|a|<2

T—=t)Cs||hl[o

where we choose C7 so that this holds for every ¢ € [0, T] (replace e by eTCslibll), O

Now we can collect all these results, to obtain the first step towards Theorem 3.1.

Lemma 6.4. Assume (Hstot), (HFs4), (HS74), (HOs4), and that ¢ € CJ(R™,R). Then for
every p > 1 there exists C,q1,q2 > 0, independent of , such that

sup E[|vf (z,2) — vf (2)["] < P20 (1 + |2™ + |212) [¢|[} o
0<t<T
Proof of Theorem 3.1. We track the necessary conditions backward from Lemma 6.3.

1. For the solution R given in Lemma 6.3 to exist and satisfy the stated bound, we need
(HF33), (HS33), (HO44), and ¢ € C%>3([0, T] x R™ xR™,R). The polynomial growth condition
will be satisfied anyways.

2. For ¢! to be in C%%3([0,T] x R™ x R™, R), we need (Hstat), (HF6.4), (HSg4), (HOg4) and
a,b,h € Cp. We also need v° € C%([0,7] x R™,R). Again, the polynomial growth condition
will be satisfied.

3. For v° to be in C%5([0,T] x R™,R) we need a,b, € Cf and h € C.

4. For a,b to be in Cf we need (HF73) as well as (HS7) by Proposition 5.4. Similarly we
need (HFg 3) as well as (HOg ) for h to be in C}.

5. So sufficient conditions are (Hgtat), (HFg4), (HS74), (HOg4). In that case we obtain from
Lemma 6.1

(22) > E [ sup [D%0) ()P | < Cr(1+ [ ™)]lellf o

lal<4 0<t<T
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From Lemma 6.2 we obtain

(23) > sup E[|DS0}(x,2)[P) <e2Co(1+]2®) D E

sup ‘D ) (x )‘p].

<2 OStST aj<a  LOSt=T
From Lemma 6.3 we get
(24 E[R(e,2)l"]<C5 ) / E [E[| D2l (e, )] o _sitn geen | ds

|| <2
Combining (22), (24), (24), we get for any t € [0,T] (by the time-homogeneity of X¢ and Z¢)
E [|Re(x, 2)["] + E [Jvy (z, 2)|]

(25) < 20y (1 + s E (XS + 125712 ((X6, Z5) = (%Z)]) 1ol 00
8>

From Proposition 5.3 we obtain

sup B [|XC|" +[Z57|(X5, Z5) = (2,2)] < Cs(1 4 [2]® + |2[*).
0<s<T

Noting that the right hand side in (25) does not depend on t € [0, 7],
sup E[lRt(ﬂf 2)IP]1 + S E [l (, 2)[P]

0<t<

< P20y (1 + \x!qg + |z|%) H“PH4,00

Finally
sup Elfvf (z, 2) — o (2)P] < Cr ( sup E[|Ri(z,2)[’] + sup E [I¢§($,Z)|p]>
0<t<T 0<t<T 0<t<T
< P20y (1+ || + [2]) ||ol[f oo
which completes the proof. O

Now we recall that all the calculations up until now were under the changed measure P*.
We only wrote P and B to facilitate the reading. So let us transfer the results to the original
measure Q.

Lemma 6.5. Assume (Hgq), (HFs4), (HS74), (HOs4), and that ¢ € C{(R™ R). Then for
every p > 1 there exist C,q1,q2 > 0, independent of ¢, such that

sup Eq[vf (2, 2) — vf (@) "] < e”20 (1 + || ™ + [2|®) ||l[f o
0<t<T

Proof. This is a simple application of the Cauchy-Schwarz inequality in combination with Gron-
wall’s lemma:

Bollvf(2,) — o@)F) = Bee |[vF(2,2) ~ o@)P |
1/2

2
< Be- [ (z,2) — o (@) ") 2Ere [<5§> ] |

so we see that the result is true by Lemma 6.4 as long as the second expectation is finite. Recall
that we had defined the notation

jlg :Df:exp</ h(X%,Z3) dYE——/ |h(XE, Zf\ds>.
Fi
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So D¢ satisfies the SDE
dD; = Dfh(XE, ZE)*dYEs,  D§=1.
Since under P¢] Y¢ is a Brownian motion, we get by Ito-isometry
t t
Bee [(DFF] = e | [ (DRPINXE Z2)Pas| < Il | [ (D52as].
0 0
so that by Gronwall Epe [(D%)z} < 00 O

Lemma 6.6. Assume (Hgqa), (HFs4), (HS74), (HOs4), that o € C{, and that the initial
distribution Q(Xg,zg) has finite moments of every order. Then for every p > 1 there exists
C > 0, independent of p, such that

Eqllpz* () — p7(9)IP] < P2C|l¢|f o

Proof. As we already described in the introduction, we obtain from Lemma 6.5

Eollos(0) — (o)) = Eq [ Jit.2) — )i,z .2 ]
< [ Bollus(e.2) — (@) Quxg 25 (e d2)

< P20y / (1+ |=|9 + |Z|q2)Q(XE Z) (dz, dZ)HSDH

< e"2Caloll} o

O

The convergence of the actual filter, i.e. of 7% to 70, now follows exactly as in Chapter 9.4
of Bain and Crisan (2009). For the sake of completeness, we include the arguments.

Lemma 6.7. Let p > 1. Then

sup  {Eqllp; " (1)[77] + Eqllpf (1) 7]} < o0
€€0,1,t€[0,T

as long as X* and Z¢ are well defined and h is bounded.

Proof. We give the argument for Eqg[|p;"(1)|7?], Eq[|p¥(1)| 7] being completely analogue. We
have

T cx d o d 2 1/2
Eqllp}®(1)|™"] = Ep- [m’ ()" dfﬁ] < Epe (17" (1) 2] Ep- [(ﬁ ) ]

We showed in the proof of Lemma 6.5 that the second expectation is finite. Note that x — =P
is convex. Therefore by Jensen’s inequality,

t —2p
Ep- (|05 (1)| 7] = Ep= | |Ep- [eXp </ (XS, Z5)"dY — / IR(X, Z5)| dS) 3’5} ]
0

—2p
< Ep- exp(/ hMX:,Z9) dYe——/ |h(XE, Z€|d8> ]

[ dQ —2p dpe |2p+1
dPe = Eq ‘d@ ‘

The result now follows exactly as in the proof of Lemma 6.5, because for Df = dP?/dQ|z, we
have

S E]P)E

dDS = —h(XF, Z5)"dB,,  Di=1
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and B is a Brownian motion under Q. O
Define for any measurable and bounded test function ¢ : R™ — R
PP (1)
Recall that ;" was defined analogously with p;™* instead of p). We then have
Lemma 6.8. Assume (Hstat), (HFs4), (HS74), (HOs4), and that the initial distribution Q(xe z¢)
has finite moments of every order. Letp > 1. Then there exists C' > 0 such that for every ¢ € Cg
Eqll77" () = 7(¢)"] < e”*Cllellf o

Proof. In the third line we use that 7% is a.s. equal to a probablhty measure.

0 p
EqlIn5"(¢) — n(¢)?] = E@[ (<>) Z(u”
) -

_ ) =07 e)  ca, P = pF ()]
= 0 —mr () Ty
pr(1) pr(1)
£, p £, 0 p
p7" (@) = P (e pr (1) —pp(1
Pr (1) PT(l)
2p1\ 1/2 £,z 0 2p] /2
< G, (Ballo (@) 7)) | Eg |07 (#) = p() "]
@ 2p]1/2
+ Il Eq [0 (1) — s (1)[*] )
< P20 |9 |4,004
where the last step follows from Lemma 6.6 and Lemma 6.7. O

Since the bound only depends on ||¢||4,00, we can replace the assumption ¢ € Cf by ¢ € Ci:
Just approximate ¢ € Cf by ¢™ € Cf in the || - ||4.00-norm, and take advantage of the fact that
7" and 7'(',9« are a.s. equal to probability measures. Therefore we have

Corollary 6.9. Assume (Hgqt), (HFsa), (HS74), (HOg4), and that the initial distribution
Q(X&ZS) has finite moments of every order. Let p > 1. Then there exists C' > 0 such that for

every ¢ € C,
Eqlln7" (p) — n(@)P) < e”2C|lell] o

Now note that there exists a countable algebra (¢;)ien of C’b functions that strongly sep-
arates points in R”. That is, for every € R and § > 0, there exists ¢ € N, such that
infy.jo—y1>0 [0i(2) — @i(y)] > 0. Take e.g. all functions of the form

n
exp | — Z qj(x — ;)?
j=1

with n € N, ¢; € Q4, z; € Q™. By Theorem 3.4.5 of Ethier and Kurtz (1986), the sequence
(;) is convergence determining for the topology of weak convergence of probability measures.
That is, if u,, and p are probability measures on R™, such that lim,,_,« pn (i) = p(p;) for every
1 € N, then u, converges weakly to pu.

Define the following metric on the space of probability measures on R"":

d(v, ) = dg (v, ) = ) i) ~ il ;M(%H :
i=1
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Because (y;) is convergence determining, the metric d generates the topology of weak conver-
gence. Therefore the proof of Theorem 3.1 is complete. O

7. CONCLUSION AND FUTURE DIRECTIONS

This paper presented the theoretical basis for the development of a lower-dimensional parti-
cle filtering algorithm for the state estimation in complex multiscale systems. To this end, we
combined stochastic homogenization with nonlinear filtering theory to construct a homogenized
SPDE which is the approximation of a lower-dimesional nonlinear filter for the “coarse-grained”
process. The convergence of the optimal filter of the “coarse-grained” process to the solution
of the homogenized filter is shown using BSDEs and asymptotic techniques. This homogenized
SPDE can be used as the basis for an efficient multi-scale particle filtering algorithm for es-
timating the slow dynamics of the system, without directly accounting for the fast dynamics.
The numerical solutions based on this scheme, that enables efficient incorporation of observation
data for estimation of the coarse-grained (“slow”) dynamics, as it is applied to several higher
dimensional multiscale applications are presented in Namachchivaya et al. (2012).

Even though this paper deals with just one widely separated characteristic time scale, one
can extend this work to incorporate a more realistic setting where the signal has more than one
time scale separation. As before we let € be a small parameter that measures the ratio of slow
and fast time scales. Consider the signal and observation processes governed by:

1 1
dZf = 5 (75, X7) + =9(Z5, X)) AWy, Z5 = =,
5 9

1
(26) AXF = b (25, X7) + b7, XF) + (28, XP) Vi, XG =,

dYF = h(Z8, XE)dt + dB,, Y =0,

where W, V and B are independent Wiener processes and x and z are random initial conditions
which are independent of W, V and B. It is important to realize that there are several scales
in (26), even the slow process X; has a fast varying component. This case is important, in
particular, for applications in geophysical flows and climate dynamics. The drift term b and the
diffusion ¢ cause fluctuations of order order 1, and the drift term f and the diffusion g cause
fluctuations of order order e 72, whereas the drift term b! causes fluctuations at an intermediate
order 1. It was found that when the average of b/ with respect to the invariant measure of
the fast component Z§ (for the fixed slow component) is zero, the limit distribution of the slow
component (away from the initial layer) can also be obtained in terms of the solution of some
auxiliary Poisson equation in the homogenization theory. However, a unified framework to deal
with e ! term in developing a lower-dimensional nonlinear filter for the “coarse-grained” process
is still not available.
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