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0. Overview

We consider flow equations that deform manifolds according to their curvature.
In the lectures, I will focus on two types of such flow equations.

If X0 : Mn → Rn+1 is an embedding of an n-dimensional manifold, we can define
principal curvatures (λi)1≤i≤n and a normal vector ν. We deform the embedding
vector according to {

d
dtX = −Fν,
X(·, 0) = X0,

where F is a symmetric function of the principal curvatures, e. g. the mean curvature
H = λ1 + · · ·+λn. In this way, we obtain a family X(·, t) of embeddings and study
their behavior near singularities and for large times. We consider hypersurfaces
that contract to a point in finite time and, after appropriate rescaling, to a round
sphere. Graphical solutions are shown to exist for all times.
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We will also consider Ricci flow, where the metric g(t) of a Riemannian manifold
M evolves according to {

∂
∂tg(t) = −2 Ric (g(t)),
g(0) = g0.

Manifolds that are initially positively curved in an appropriate sense converge to
space-forms after rescaling. For other manifolds, solutions exist for all times.

Nowadays classical results were obtained by G. Huisken [27] for mean curvature
flow and by R. Hamilton [26] for Ricci flow.

During the last years, geometric evolution equations have been used to study
geometric questions like isoperimetric inequalities, the Schönfliess conjecture, the
Poincaré conjecture, Thurston’s geometrization conjecture, the 1/4-pinching theo-
rem, or Yau’s uniformization conjecture.

In this course, I’ll give an introduction to both types of flow equations. We will
learn to compute evolution equations, study manifolds that become round in finite
time and those that evolve smoothly for all times. At the end, I’ll indicate briefly,
how evolution equations and surgery can be used to address geometric problems.

Remark 0.1.

(i) We will use geometric flow equations as a tool to canonically deform a manifold
into a manifold with nicer properties.

(ii) The flow equations considered share many properties with the heat equation.
In particular, they tend to balance differences, e. g. of the curvature, on the
manifold.

(iii) In order to control the behavior of the flow, we will look for properties of the
manifold that are preserved under the flow.

(iv) For precise control on the behavior of the evolving manifold, we will look
for quantities that are monotone and have geometric significance, i. e. their
boundedness implies geometric properties of the evolving manifold. Often
these quantities are not scaling invariant. Hence bounding them “brakes the
scaling invariance”.

1. Differential Geometry of Submanifolds

We will only consider hypersurfaces in Euclidean space.
We use X = X(x, t) = (Xα)1≤α≤n to denote the time-dependent embedding

vector of a manifold Mn into Rn+1 and d
dtX = Ẋ for its total time derivative. Set

Mt := X(M, t) ⊂ Rn+1. We will often identify an embedded manifold with its
image. We will assume that X is smooth. Assume furthermore that Mn is smooth,
orientable, connected, complete and ∂Mn = ∅. We choose ν = ν(x) = (να)1≤α≤n+1

to be the outer unit normal vector to Mt at x ∈ Mt. The embedding X(·, t)
induces at each point on Mt a metric (gij)1≤i, j≤n and a second fundamental form
(hij)1≤i, j≤n. Let (gij) denote the inverse of (gij). These tensors are symmetric.
The principal curvatures (λi)1≤i≤n are the eigenvalues of the second fundamental
form with respect to that metric. That is, at p ∈ M , for each principal curvature
λi, there exists 0 6= ξ ∈ TpM ∼= Rn such that

λi

n∑
l=1

gklξ
l =

n∑
l=1

hklξ
l or, equivalently, λiξ

l =
n∑

k,r=1

glkhkrξ
r.
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As usual, eigenvalues are listed according to their multiplicity. A surface is called
strictly convex, if all principal curvatures are strictly positive. The inverse of the
second fundamental form is denoted by

(
h̃ij
)

1≤i, j≤n
.

Latin indices range from 1 to n and refer to geometric quantities on the surface,
Greek indices range from 1 to n+ 1 and refer to components in the ambient space
Rn+1. In Rn+1, we will always choose Euclidean coordinates. We use the Einstein
summation convention for repeated upper and lower indices. Latin indices are
raised and lowered with respect to the induced metric or its inverse

(
gij
)
, for Greek

indices we use the flat metric (gαβ)1≤α,β≤n+1 = (δαβ)1≤α,β≤n+1 of Rn+1. So the
defining equation for the principal curvatures becomes λigklξ

l = hklξ
l.

Denoting by 〈·, ·〉 the Euclidean scalar product in Rn+1, we have

gij = 〈X, i, X, j〉 = Xα
, iδαβX

β
, j ,

where we used indices, preceded by commas, to denote partial derivatives. We write
indices, preceded by semi-colons, e. g. hij; k or v;k, to indicate covariant differenti-
ation with respect to the induced metric. Later, we will also drop the semi-colons,
if the meaning is clear from the context. We set Xα

;i ≡ Xα
,i and

(1.1) Xα
; ij = Xα

, ij − Γk
ijX

α
, k,

where
Γk

ij = 1
2g

kl(gil, j + gjl, i − gij, l)
are the Christoffel symbols of the metric (gij). So Xα

;ij becomes a tensor.
The Gauß formula relates covariant derivatives of the position vector to the

second fundamental form and the normal vector

(1.2) Xα
; ij = −hijν

α.

The Weingarten equation allows to compute derivatives of the normal vector

(1.3) να
; i = hk

iX
α
; k.

We can use the Gauß formula (1.2) or the Weingarten equation (1.3) to compute
the second fundamental form.

Symmetric functions of the principal curvatures are well-defined, we will use
the mean curvature H = λ1 + . . . + λn, the square of the norm of the second
fundamental form |A|2 = λ2

1 + . . . + λ2
n, trAk = λk

1 + . . . + λk
n, and the Gauß

curvature K = λ1 · . . . ·λn. It is often convenient to choose coordinate systems such
that, at a fixed point, the metric tensor equals the Kronecker delta, gij = δij , and
(hij) is diagonal, (hij) = diag(λ1, . . . , λn), e. g.∑

λkh
2
ij;k =

n∑
i, j, k=1

λkh
2
ij;k = hklhi

j; kh
j
i; l = hrshij; khab; lg

iagjbgrkgsl.

Whenever we use this notation, we will also assume that we have fixed such a
coordinate system.

A normal velocity F can be considered as a function of (λ1, . . . , λn) or (hij , gij).
If F (λi) is symmetric and smooth, then F (hij , gij) is also smooth [22, Theorem
2.1.20]. We set F ij = ∂F

∂hij
, F ij, kl = ∂2F

∂hij∂hkl
. Note that in coordinate systems

with diagonal hij and gij = δij as mentioned above, F ij is diagonal. For F = |A|2,
we have F ij = 2hij = 2λig

ij , and for F = −K−1, we have F ij = K−1h̃ij =
K−1λ−1

i gij .
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The Gauß equation expresses the Riemannian curvature tensor of the surface in
terms of the second fundamental form

(1.4) Rijkl = hikhjl − hilhjk.

As we use only Euclidean coordinate systems in R3, hij; k is symmetric according
to the Codazzi equations.

The Ricci identity allows to interchange covariant derivatives. We will use it for
the second fundamental form

(1.5) hik; lj = hik; jl + ha
kRailj + ha

iRaklj .

For tensors A and B, Aij ≥ Bij means that (Aij −Bij) is positive definite.
Finally, we use c to denote universal, estimated constants.

1.1. Graphical Submanifolds.

Lemma 1.1. Let u : Rn → R be smooth. Then graphu is a submanifold in Rn+1.
The metric gij, the lower unit normal vector ν, the second fundamental form hij,
the mean curvature H, and the Gauß curvature K are given by

gij = δij + uiuj ,

gij = δij − uiuj

1 + |Du|2
,

ν =
((ui),−1)√
1 + |Du|2

≡ ((ui),−1)
v

,

hij =
uij√

1 + |Du|2
≡ uij

v
,

H = div

(
Du√

1 + |Du|2

)
,

and

K =
detD2u

(1 + |Du|2)
n+2

2

,

where ui ≡ ∂u
∂xi and uij = ∂2u

∂xi∂xj . Note that in Euclidean space, we don’t need to
distinguish between Du and ∇u.

Proof.

(i) We use the embedding vector X(x) := (x, u(x)), X : Rn → Rn+1. The in-
duced metric is the pull-back of the metric in Euclidean Rn+1, g := X∗gRn+1

Eucl.
.

We have X,i = (ei, ui). Hence

gij = Xα
,iδαβX

β
,j = 〈X,i, X,j〉 = 〈(ei, ui), (ej , uj)〉 = δij + uiuj .

(ii) It is easy to check, that gij is the inverse of gij . Note that ui := δijuj , i. e.,
we lift the index with respect to the flat metric. It is convenient to choose a
coordinate system such that ui = 0 for i < n.
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(iii) The vectors X,i = (ei, ui) are tangent to graphu. The vector ((−ui), 1) ≡
(−Du, 1) is orthogonal to these vectors, hence, up to normalization, a unit
normal vector.

(iv) We combine (1.1), (1.2) and compute the scalar product with ν to get

hij = − 〈X;ij , ν〉 = −〈X,ij − Γk
ijX,k, ν〉 = −〈X,ij , ν〉

= −
〈

(0, uij),
((ui),−1)

v

〉
=
uij

v
.

(v) We obtain

H =
n∑

i=1

λi = gijhij =
(
δij − uiuj

1 + |Du|2

)
uij√

1 + |Du|2

=
δijuij√

1 + |Du|2
− uiujuij

(1 + |Du|2)3/2

=
∆u√

1 + |Du|2
− uiujuij

(1 + |Du|2)3/2

and, on the other hand,

div

(
Du√

1 + |Du|2

)
=

n∑
i=1

∂

∂xi

ui√
1 + |Du|2

=
n∑

i=1

uii√
1 + |Du|2

−
n∑

i,j=1

uiujuji

(1 + |Du|2)3/2

=H.

(vi) From the defining equation for the principal curvatures, we obtain

K =
n∏

i=1

λi = det
(
gijhjk

)
= det gij · dethij =

dethij

det gij

=
v−n detuij

v2
=

detD2u

(1 + |Du|2)
n+2

2

.

�

Exercise 1.2 (Spheres). The lower part of a sphere of radius R is locally given as
graphu with u : BR(0) → R defined by u(x) := −

√
R2 − |x|2. Compute explicitly

for that example all the quantities mentioned in Lemma 1.1 and the principal
curvatures.

Exercise 1.3. Give a geometric definition of the (principal) curvature of a curve
in R2 in terms of a circle approximating that curve in an optimal way.

Use the min-max characterization of eigenvalues to extend that geometric defi-
nition to n-dimensional hypersurfaces in Rn+1.

Exercise 1.4 (Rotationally symmetric graphs).
Assume that the function u : Rn → R is smooth and u(x) = u(y), if |x| = |y|.
Then u(x) = f(|x|) for some f : R+ → R. Compute once again all the geometric
quantities mentioned in Lemma 1.1.
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2. Evolving Submanifolds

2.1. General Definition. We will only consider the evolution of manifolds of di-
mension n embedded into Rn+1, i. e. the evolution of hypersurfaces in Euclidean
space. (Mean curvature flow is also considered for manifolds of arbitrary codimen-
sion. Another generalization is to study flow equations of hypersurfaces immersed
into a (Riemannian or Lorentzian) manifold.)

Definition 2.1. LetMn denote an orientable manifold of dimension n. LetX(·, t) :
Mn → Rn+1, 0 ≤ t ≤ T ≤ ∞, be a smooth family of smooth embeddings. Let ν
denote one choice of the normal vector field along X(Mn, t). Then Mt := X(Mn, t)
is said to move with normal velocity F , if

d

dt
X = −Fν in Mn × [0, T ).

In codimension 1, we often don’t need to assume that Mn is orientable.

Remark 2.2. Let X : Mn → Nn+1 be a C2-immersion and H1(N ; Z/2Z) = 0.
Assume that X is proper, X−1(∂N) = ∂M , and X is transverse to ∂N . Then
N \ f(M) is not connected [19]. Hence, if Mn is closed and embedded in Rn+1,
Mn is orientable.

In the following we will often identify an embedded submanifold and its image
under the embedding.

2.2. Evolution of graphs.

Lemma 2.3. Let u : Rn × [0,∞) → R be a smooth function such that graphu
evolves according to d

dtX = −Fν. Then

u̇ =
√

1 + |Du|2 · F.

Proof. Beware of assuming that considering the n+1-st component in the evolution
equation d

dtX = −Fν were equal to u̇ as a hypersurface evolving according to
d
dtX = −Fν does not only move in vertical direction but also in horizontal direction.

Let p denote a point on the abstract manifold embedded via X into Rn+1. As
our embeddings are graphical, we see that

X(p, t) = (x(p, t), u(x(p, t), t)).

We consider the scalar product of both sides of the evolution equation with ν and
obtain

F = 〈Fν, ν〉 =
〈
− d

dt
X, ν

〉
= −

〈((
ẋk
)
, uiẋ

i + u̇
)
,

((ui),−1)√
1 + |Du|2

〉
=

u̇√
1 + |Du|2

.

�

Corollary 2.4. Let u : Rn × [0,∞) → R be a smooth function such that graphu
solves mean curvature flow d

dtX = −Hν. Then

u̇ =
√

1 + |Du|2 div

(
Du√

1 + |Du|2

)
.
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Exercise 2.5 (Rotationally symmetric translating solutions). Let u := Rn×R → R
be rotationally symmetric. Assume that graphu is a translating solution to mean
curvature flow d

dtX = −Hν, i. e. a solution such that u̇ is constant.
Why does it suffice to consider the case u̇ = 1?
Similar to Exercise 1.4, derive an ordinary differential equation for translating

rotationally symmetric solutions to mean curvature flow.

Remark 2.6. Consider a physical system consisting of a domain Ω ⊂ R3. Assume
that the energy of the system is proportional to the surface area of ∂Ω. Then the
L2-gradient flow for the area is mean curvature flow. We check that in a model
case for graphical solutions in Lemma 2.7.

Lemma 2.7. Let u : Rn × [0,∞) → R be smooth. Assume that u(x, 0) ≡ 0 for
|x| ≥ R. Then the surface area is maximally reduced among all normal velocities
F with given L2-norm, if the normal velocity of graphu is given by H, i. e. if
u̇ =

√
1 + |Du|2H.

Proof. The area of graphu(·, t)|BR
is given by

A(t) =
∫

BR

√
1 + |Du|2 dx.

Define the induced area element dµ by dµ :=
√

1 + |Du|2 dx. We obtain using
integration by parts

d

dt
A(t)

∣∣∣∣
t=0

=
∫

BR

d

dt

√
1 + |Du|2 dx

∣∣∣∣∣∣
t=0

=
∫

BR(0)

1√
1 + |Du|2

〈Du,Du̇〉

∣∣∣∣∣∣∣
t=0

= −
∫

BR

div

(
Du√

1 + |Du|2

)
u̇

v
· v dx

∣∣∣∣∣∣
t=0

= −
∫

BR

H F dµ

∣∣∣∣∣∣
t=0

≥ −

 ∫
BR

H2 dµ

1/2 ∫
BR

F 2 dµ

1/2
∣∣∣∣∣∣∣
t=0

.

Here, we have used Hölder’s inequality ‖ab‖L1 ≤ ‖a‖L2 · ‖b‖L2 . There, we get
equality precisely if a and b differ only by a multiplicative constant. Hence the
surface area is reduced most efficiently among all normal velocities F with ‖F‖L2 =
‖H‖L2 , if we choose F = H. In this sense, mean curvature flow is the L2-gradient
flow for the area integral. �

2.3. Examples.

Lemma 2.8. Consider mean curvature flow, i. e. the evolution equation d
dtX =

−Hν, with M0 = ∂BR(0). Then a smooth solution exists for 0 ≤ t < T := 1
2nR

2

and is given by Mt = ∂Br(t)(0) with r(t) =
√

2n(T − t) =
√
R2 − 2nt.

Proof. The mean curvature of a sphere of radius r(t) is given by H = n
r(t) . Hence

we obtain a solution to mean curvature flow, if r(t) fulfills

ṙ(t) =
−n
r(t)

.
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A solution to this ordinary differential equation is given by r(t) =
√

2n(T − t).
(The theory of partial differential equations implies that this solution is actually

unique and hence no solutions exist that are not spherical.) �

Exercise 2.9. Find a solution to mean curvature flow with M0 = ∂BR(0)×Rk ⊂
Rl×Rk. This includes in particular cylinders. Note that for k > 1, it is not obvious,
whether these solutions are unique.

Exercise 2.10. Find solutions for d
dtX = −|A|2ν, d

dtX = −Kν, d
dtX = 1

H ν, and
d
dtX = 1

K ν if M0 = ∂BR(0) ⊂ Rn+1, especially for n = 2.

Remark 2.11 (Level-set flow). Let Mt be a family of smooth embedded hypersur-
faces in Rn+1 that move according to d

dtX = −Fν with F > 0. Impose the global
assumption that each point x ∈ Rn+1 belongs to at most one hypersurface Mt.
Then we can (at least locally) define a function u : Rn+1 → R by setting u(x) = t,
if x ∈ Mt. That is u(x) is the time, at which the hypersurface passes the point x.
We obtain the equation F · |Du| = 1.

If F < 0, we get F · |Du| = −1.
This formulation is used to describe weak solutions, where singularities in the

classical formulation occur. See for example [28], where the inverse mean curvature
flow F = − 1

H is considered to prove the Riemannian Penrose inequality. Note that

H = div
(

Du
|Du|

)
as the outer unit normal vector to a closed expanding hypersurface

Mt = {u = t} is given by Du
|Du| . According to (1.3), the divergence of the unit normal

yields the mean curvature as the derivative of the unit normal in the direction of the
unit normal vanishes. Hence the evolution equation d

dtX = 1
H ν can be rewritten as

div
(
Du

|Du|

)
= |Du|.

Mean curvature flow can be rewritten as |Du|div
(

Du
|Du|

)
= −1.

Exercise 2.12. Verify the formula for the mean curvature in the level-set formula-
tion. Compute level-set solutions to the flow equations d

dtX = −Hν and d
dtX = 1

H ν,
where u depends only on |x|, i. e. the hypersurfaces Mt are spheres centered at the
origin. Compare the result to your earlier computations.

We will use the level-set formulation to study a less trivial solution to mean
curvature flow which can be written down in closed form.

Exercise 2.13 (Paper-clip solution). Let v 6= 0. Consider the set

Mt :=
{

(x, y) ∈ R2 : ev2t cosh(vy) = cos(vx)
}
.

Show that Mt solves mean curvature flow. Describe the shape of Mt for t → −∞
and for t ↑ 0 (after appropriate rescaling).

Compare this to Theorem 5.1.
Note that you may also rewrite solutions equivalently (on an appropriate domain)

as

y± :=
1
v

log
(

cos(vx)±
√

cos2(vx)− e2v2t

)
− vt.

Hint: You should obtain tx = ux = − sin(vx)
v cos(vx) and uy = − sinh(vy)

v cosh(vy) .
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2.4. Short-time existence and avoidance principle. In the case of closed ini-
tial hypersurfaces, short-time existence is guaranteed by the following

Theorem 2.14 (Short-time existence). Let X0 : Mn → Rn+1 be an embedding
describing a smooth closed hypersurface. Let F = F (λi) be smooth, symmetric, and
∂F
∂λi

> 0 everywhere on X(Mn) for all i. Then the initial value problem{
d
dtX = −Fν,
X(·, 0) = X0

has a smooth solution on some (short) time interval [0, T ), T > 0.

Idea of Proof. Represent solutions locally as graphs in a tubular neighborhood of
X0(Mn). Then ∂F

∂λi
> 0 ensures that the evolution equation for the height func-

tion in this coordinate system is strictly parabolic. Linear theory and the implicit
function theorem guarantee that there exists a solution on a short time interval.

For details see [29, Theorem 3.1]. �

Exercise 2.15. Check, for which initial data the conditions in Theorem 2.14 are
fulfilled if F = H, K, |A|2, −1/H, −1/K.

Find examples of closed hypersurfaces such that
(i) H > 0,
(ii) K > 0,
(iii) H is not positive everywhere,
(iv) H > 0, but K changes sign.
Show that on every smooth closed hypersurface Mn ⊂ Rn+1, there is a point, where
Mn is strictly convex, i. e. λi > 0 is fulfilled for every i.

On the other hand, starting with a closed hypersurface gives rise to solutions
that exist at most on a finite time interval. This is a consequence of the following

Theorem 2.16 (Avoidance principle). Let F = F (λi) be smooth and symmetric.
Let M1

t and M2
t ⊂ Rn+1 be two embedded closed hypersurfaces and smooth solutions

to a strictly parabolic flow equation d
dtX = −Fν, i. e. ∂F

∂λi
> 0 during the flow.

Assume that F , considered as a function of (D2u,Du) for graphs, is elliptic on a
set, which is convex and independent of Du. If M1

0 and M2
0 are disjoint, M1

t and
M2

t can only touch if the respective normal vectors fulfill ν1 = −ν2 there. Hence,
if M1

0 is contained in a bounded component of Rn+1 \M2
0 , then M1

t is contained in
a bounded component of Rn+1 \M2

t unless the hypersurfaces touch each other in a
point with opposite normals.

The technical condition on the convexity of the domain, where F , considered as a
function of (D2u,Du), is convex, is technical and always fulfilled for the evolution
equations considered here (besides for the inverse mean curvature flow). It can
be relaxed, but makes the proof less transparent. Only for F = − 1

H , a separate
argument is needed. (It suffices to choose coordinates such that |Du| � 1. Then
interpolation does not destroy positivity of the denominator. The technical details
are left as an exercise.)

The normal velocity F is a symmetric function of the principal curvatures. Thus
it is well-defined, as the principal curvatures are defined only up to permutations.

We have considered F as a function of the principal curvatures. Writing an
evolving hypersurface locally as graphu, we also wish to express F in terms of
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D2u,Du

)
. We continue to call this function F . In the cases considered here, it is

clear from the explicit expressions, that F is also a smooth function of
(
D2u,Du

)
.

In general, this is a theorem [22, Theorem 2.1.20].
A similar statement is true for the condition ∂F

∂λi
> 0 and the ellipticity of

F
(
D2, Du

)
, i. e. 0 < F (r,p)

rij
< ∞ in the sense of matrices. Once again, it can be

checked by direct computations for the normal velocities considered here, that these
two statements are equivalent.

Proof of Theorem 2.16. Otherwise there would be some t0 > 0 such that M2
t0

touches M1
t0 at some point p ∈ Rn+1 with normal vectors ν1 = ν2 at p. Writ-

ing M i
t locally as graphui over the common tangent hyperplane TpM

i
t0 ⊂ Rn+1,

we see that the functions ui fulfill u̇i = F
(
D2ui, Dui

)
for some strictly elliptic

differential operator F corresponding to the normal velocity F . We may assume
that u1 > u2 for t < t0. The evolution equation for the difference w := u1 − u2

fulfills w > 0 for t < t0 locally in space-time and w(0, t0), if we have p = (0, 0) in
our coordinate system. The evolution equation for w can be computed as follows

ẇ = u̇1 − u̇2 = F
(
D2u1, Du1

)
− F

(
D2u2, Du2

)
=

1∫
0

d

dτ
F
(
τD2u1 + (1− τ)D2u2, τDu1 + (1− τ)Du2

)
dτ

=

1∫
0

∂F

∂rij
(. . .) dτ ·

(
u1 − u2

)
ij

+

1∫
0

∂F

∂pi
(. . .) dτ ·

(
u1 − u2

)
i

≡ aijwij + biwi.

Hence we can apply the parabolic Harnack inequality or the strong parabolic max-
imum principle and see that it is impossible that w(x, t) > 0 for small |x| and
t < t0, but w(0, t0) = 0. Hence M1

t can’t touch M2
t in a point, where ν1 = ν2. The

theorem follows. �

Exercise 2.17. Show that the normal velocities as considered in Exercise 2.15 can
be represented (in an appropriate domain) as smooth functions of

(
D2u,Du

)
for

hypersurfaces that are locally represented as graphu.
Denote by ΓF the set of (λi) ⊂ Rn such that ∂F

∂λi
> 0. Show that this set is a

convex cone. Prove that F as a function
(
D2u,Du

)
is strictly elliptic precisely if

the principal curvatures corresponding to (D2u,Du) lie in ΓF .

Corollary 2.18. Let M0 be a smooth closed embedded hypersurface in Rn+1. Then
a smooth solution Mt to d

dtX = −Hν can only exist on some finite time interval
[0, T ), T <∞.

Proof. Choose a large sphere that encloses M0. According to Lemma 2.8, that
sphere shrinks to a point in finite time. Thus the solution Mt can exist smoothly
at most up to that time. �

Exercise 2.19. Deduce similar corollaries for the normal velocities in Exercise
2.15. You may use Exercise 2.10.

Consider T maximal such that a smooth solution Mt as in Corollary 2.18 ex-
ists on [0, T ). Then the embedding vector X is uniformly bounded according to
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Theorem 2.16. Then some spatial derivative of the embedding X(·, t) has to be-
come unbounded as t ↑ T . For otherwise we could apply Arzelà-Ascoli and obtain a
smooth limiting hypersurface MT such that Mt converges smoothly to MT as t ↑ T .
This, however, is impossibly, as Theorem 2.14 would allow to restart the flow from
MT . In this way, we could extend the flow smoothly all the way up to T + ε for
some ε > 0, contradicting the maximality of T .

It can often be shown that extending a solution beyond T is possible provided
that ‖X(·, t)‖C2 is uniformly bounded. For mean curvature flow, this follows from
explicit estimates. For other normal velocities, additional assumptions (the princi-
pal curvatures stay in a region, where F has nice properties) and Krylov-Safonov-
estimates can imply such a result.

3. Evolution Equations for Submanifolds

In this chapter, we will compute evolution equations of geometric quantities, see
e. g. [27, 29, 39].

For a family Mt of hypersurfaces solving the evolution equation

(3.1)
d

dt
X = −Fν

with F = F (λi), where F is a smooth symmetric function, we have the following
evolution equations.

Lemma 3.1. The metric gij evolves according to

(3.2)
d

dt
gij = −2Fhij .

Proof. By definition, gij = 〈X,i, X,j〉 = Xα
,iδαβX

β
,j . We differentiate with respect

to time. Derivatives of δαβ vanish. The term Xα
,i involves only partial derivatives.

We obtain
d

dt
gij =

(
Ẋα
)

,i
δαβX

β
,j +Xα

,iδαβ

(
Ẋβ
)

,j

(we may exchange partial spatial and time derivatives)

= (−Fνα),iδαβX
β
,j +Xα

,iδαβ(−Fνβ),j

(in view of the evolution equation d
dtX = −Fν)

= − Fνα
;iδαβX

β
,j −Xα

,iδαβFν;j

(terms involving derivatives of F vanish as ν and Xα
,i are orthogonal to each other;

as the background metric gαβ = δαβ is flat, covariant and partial derivatives of ν
coincide)

= − Fhk
iX

α
,kδαβX

β
,j − FXα

,iδαβh
k
jX

β
,k

(in view of the Weingarten equation (1.3))

= − Fhk
i gkj − Fgikh

k
j

(by the definition of the metric)

= − 2Fhij
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(by the definition of hi
j := hjkg

ki).

The lemma follows. �

Corollary 3.2. The evolution equation of the volume element dµ :=
√

det gij dx
is given by

(3.3)
d

dt
dµ = −FH dµ.

Proof. Exercise. Recall the formulae for differentiating the determinant and the
inverse of a matrix. �

Lemma 3.3. The unit normal ν evolves according to

(3.4)
d

dt
να = gijF; iX

α
; j .

Proof. By definition, the unit normal vector ν has length one, 〈ν, ν〉 = 1 = ναδαβν
β .

Differentiating yields
0 = ν̇αδαβν

β .

Hence it suffices to show that the claimed equation is true if we take on both sides
the scalar product with an arbitrary tangent vector. The vectors X,i (which we will
also denote henceforth by Xi as there is no danger of confusion; we will also adopt
this convention if partial and covariant derivatives of some quantity coincide) form
a basis of the tangent plane at a fixed point. We differentiate the relation

0 = 〈ν,Xi〉 = ναδαβX
β
i

and obtain

0 =
d

dt
ναδαβX

β
i + ναδαβ

d

dt
Xβ

i

=
d

dt
ναδαβX

β
i + ναδαβ

(
d

dt
Xβ

)
i

=
d

dt
ναδαβX

β
i − ναδαβ

(
Fνβ

)
i
.

Hence
d

dt
ναδαβX

β
i = ναδαβν

βFi + Fναδαβν
β
i

=Fi + F 1
2 〈ν, ν〉i = Fi

and the lemma follows as taking the scalar product of the claimed evolution equation
with Xk, i. e. multiplying it with δαβX

β
k , yields

d

dt
ναδαβX

β
k = gijFiX

α
j δαβX

β
k = gijFigjk = δi

kFi = Fk.

�

Lemma 3.4. The second fundamental form hij evolves according to

(3.5)
d

dt
hij = F; ij − Fhk

i hkj .
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Proof. The Gauß formula (1.2) implies that hij = −Xα
;ijνα. Differentiating yields

d

dt
hij = − d

dt
〈X;ij , ν〉

= −
〈
d

dt
X;ij , ν

〉
−
〈
−hijν,

d

dt
ν

〉
= −

〈
d

dt
X;ij , ν

〉
+ hij

〈
ν,
d

dt
ν

〉
= −

〈
d

dt
X;ij , ν

〉
= − d

dt

(
Xα

,ij − Γk
ijX

α
k

)
να

= −
(
d

dt
Xα

)
,ij

να + Γk
ij

(
d

dt
Xα

)
,k

να

(where no time derivatives of Γk
ij show up as Xα

i να = 0)

= (Fνα),ijνα − Γk
ij(Fν

α),kνα

(in view of the evolution equation)

=F,ijν
ανα + F,iν

α
,jνα + F,jν

α
,iνα + Fνα

,ijνα − Γk
ijF,kν

ανα − Γk
ijFν

α
,kνα

=F;ij + Fνα
,ijνα

as F;ij = F,ij −Γk
ijF,k and να

,jνα = 1
2 (νανα)j = 0. It remains to show that να

,ijνα =
−hk

i hkj . We obtain

να
,ijνα = να

;i,jνα

(as να
i = να

;i )

= νa
;ijνα

(να
;ij = (να

;i ),j − Γk
ijν

α
k and 0 = να

k να)

=
(
hk

iX
α
k

)
;j
να

(according to the Weingarten equation (1.3))

=hk
i (−hkjν

α)να

(due to the Gauß equation (1.2) and the orthogonality Xα
k να = 0)

= − hk
i hkj
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as claimed. The Lemma follows. �

Lemma 3.5. The normal velocity F evolves according to

(3.6)
d

dt
F − F ijF;ij = FF ijhk

i hkj .

Proof. We have, see [37, Lemma 5.4], the proof of [22, Theorem 2.1.20], or check
this explicitly for the normal velocity considered,

∂F

∂gkl
= −F ilhk

i

and compute the evolution equation of the normal velocity F

d

dt
F − F ijF;ij =− F ilhk

i

d

dt
gkl + F ij d

dt
hij − F ijF; ij

=FF ijhk
i hkj ,

where we used (3.2) and (3.5). �

We will need more explicit evolution equations for geometric quantities � in-
volving d

dt �−F ij�;ij .

Lemma 3.6. The second fundamental form hij evolves according to

d

dt
hij − F klhij; kl =F klha

khal · hij − F klhkl · ha
i haj

− Fhk
i hkj + F kl, rshkl; ihrs; j .

(3.7)

Proof. Direct calculations yield

d

dt
hij − F ijhij; kl =F;ij − Fhk

i hkj − F ijhij;kl by (3.5)

=F klhkl; ij + F kl, rshkl; ihrs; j

− Fhk
i hkj − F ijhij; kl

=F klhik; lj + F kl, rshkl; ihrs; j

− Fhk
i hkj − F ijhik; jl by Codazzi

=F kl (ha
kRailj + ha

iRaklj)− Fhk
i hkj

+ F kl, rshkl; ihrs; j by (1.5)

=F klha
khalhij − F klha

khajhil

+ F klha
i halhkj − F klha

i hajhkl

− Fhk
i hkj + F kl, rshkl; ihrs; j by (1.4)

=F klha
khalhij − F klha

i hajhkl

− Fhk
i hkj + F kl, rshkl; ihrs; j .

�

Remark 3.7. A direct consequence of (3.1) and (1.2) is

d

dt
Xα − F ijXα

; ij =
(
F ijhij − F

)
να.(3.8)
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Hence

(3.9)
d

dt
|X|2 − F ij

(
|X|2

)
;ij

=2
(
F ijhij − F

)
〈X, ν〉 − 2F ijgij ,

(3.10)

Proof. We have
d

dt
|X|2 − F ij

(
|X|2

)
;ij

=2
〈
X,

d

dt
X

〉
− 2F ij〈Xi, Xj〉 − 2F ij〈X,X;ij〉

=2〈X,−Fν〉 − 2F ijgij − 2F ij〈X,−hijν〉.
�

Lemma 3.8. The evolution equation for the unit normal ν is

(3.11)
d

dt
να − F ijν;ij = F ijhk

i hkj · να.

Proof. We compute
d

dt
να − F ijνα

;ij =gijF; iX
α
; j − F ij

(
hk

iX
α
; k

)
; j

by (3.4) and (1.3)

=gijF klhkl; iX
α
; j − F ijhk

i; jX
α
; k − F ijhk

iX
α
; kj

=F ijhk
i hkjν

α by (1.2).

�

Lemma 3.9. The evolution equation for the scalar product 〈X, ν〉 is

(3.12)
d

dt
〈X, ν〉 − F ij〈X, ν〉;ij = −F ijhij − F + F ijhk

i hkj〈X, ν〉.

Proof. We obtain
d

dt
〈X, ν〉 − F ij〈X, ν〉;ij =Xαδαβ

(
d

dt
νβ − F ijνα

;ij

)
+
(
d

dt
Xα − F ijXα

; ij

)
δαβν

β

− 2F ijXα
; iδαβν

β
; j

=F ijhk
i hkj〈X, ν〉+

(
F ijhij − F

)
〈ν, ν〉

− 2F ijXα
; iδαβh

k
jX

β
; k

by (1.3), (3.8), and (3.11)

=F ijhk
i hkj〈X, ν〉 − F ijhij − F.

�

Lemma 3.10. Let ηα = (−en+1)α = (0, . . . , 0,−1). Then ṽ := 〈η, ν〉 ≡ ηαν
α

fulfills
d

dt
ṽ − F ij ṽ;ij =F ijhk

i hkj ṽ(3.13)
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and v := ṽ−1 fulfills

d

dt
v − F ijv;ij = − vF ijhk

i hkj − 2
1
v
F ijvivj .(3.14)

Proof. The evolution equation for ṽ is a direct consequence of (3.11). For the proof
of the evolution equation of v observe that

vi = − ṽ−2ṽi = −v2ṽi

and

v;ij = − ṽ−2ṽ;ij + 2ṽ−3ṽiṽj = −v2ṽ;ij + 2v−1vivj .

�

4. Graphical Solutions to Mean Curvature Flow

For mean curvature flow of entire graphs, K. Ecker and G. Huisken proved the
following existence theorem [18, Theorem 5.1]

Theorem 4.1. Let u0 : Rn → R be locally Lipschitz continuous. Then there exists
a function u ∈ C∞ (Rn × (0,∞)) ∩ C0 (Rn × [0,∞)) solvingu̇ =

√
1 + |Du|2 div

(
Du√

1+|Du|2

)
in Rn × (0,∞),

u(·, t) → u0 as t↘ 0 in C0
loc (Rn) .

Strategy of proof.

(i) Approximate u0 by smooth functions. Hence we will assume in the following
that u0 is smooth.

(ii) Consider R > 0. Eventually, we will let R→∞ in order to obtain a solution.
Consider graphical mean curvature flow with initial condition uR,

u̇ =
√

1 + |Du|2 div
(

Du√
1+|Du|2

)
in B3R(0)× (0,∞),

u(·, 0) = uR in B3R(0),
u(·, t) = 0 on ∂B3R(0),

where uR is smooth, uR = u0 in BR(0), and uR = 0 in B3R(0) \ B2R(0).
Solutions to that initial value problem are known to exist for all times t ≥ 0
and they are smooth. We call the solution to that initial value problem uR.

(iii) In order to be able to let R→∞ and to obtain a subsequence that converges to
a solution, we need interior estimates. For the first spatial derivatives, we will
prove such an estimate in Theorem 4.2. For higher order spatial derivatives,
there are a priori estimates for the second fundamental form A of the form

sup
B 1

2 R
(x0)

|∇mA|2(·, t) ≤ c

(
m,n, sup

BR(x0)×[0,t]

|Du|

)
·
(

1
R2

+
1
t

)m+1

,

if a solution to mean curvature flow can be written as a graph over a set
BR(x0), see [18, Corollary 3.5] for details.

(iv) Apply Arzelà-Ascoli and obtain a subsequence that converges to a solution u
as desired.

�



GEOMETRIC EVOLUTION EQUATIONS 17

The following result is Theorem 2.3 in [18], obtained by K. Ecker and G. Huisken,

Theorem 4.2. Let u : BR(0)× [0, T ] → R be a smooth solution to graphical mean
curvature flow. Then√

1 + |Du|2(0, t) ≤ c(n) sup
BR(0)

√
1 + |Du|2(·, 0) · exp

(
c(n)R−2

(
osc

BR(0)×[0,T ]
u

)2
)
.

Proof. Remember that oscu := supu − inf u. Assume first that u ≥ 0 in BR(0)×
[0, T ] by considering u− inf

BR(0)×[0,T ]
u instead of u. (In the following definition of ϕ,

u > 0 corresponds to 〈X, η〉 < 0 for η = (0, . . . , 0,−1). We will see, however, that
d
dt 〈X, η〉 −∆〈X, η〉 = 0, whereas u̇ = vH. The difference comes from the fact, that
u̇ describes the speed in vertical direction, whereas mean curvature flow prescribes
the normal velocity.) Scaling the solution according to ũ(x, t) := 1

Ru
(
Rx,R2t

)
, we

obtain another solution to mean curvature flow, defined on B1(0)×
[
0, T

R2

]
. Proving

the theorem for ũ is equivalent to proving the theorem for u. Let us therefore assume
that R = 1.

Consider the function vψ with ψ := −1 + exp(λϕ) and

ϕ :=
(

1
2β
〈X, η〉+ 1−

(
|X|2 − 〈X, η〉2

))
+

,

where λ, β > 0 are constants to be chosen and η = (0, . . . , 0,−1). Assume that
for the first time t0, vψ reaches a new positive maximum. Then ψ is positive and
hence smooth near the maximum and we get there

(vψ);i = 0,
d

dt
(vψ)−∆(vψ) ≡ d

dt
(vψ)− gij(vψ);ij ≥ 0.

The following calculations are also valid in this new maximum. Using the evolution
equation for v, (3.14), F ij = Hij = gij , and the extremal condition, we obtain

0 ≤
(
d

dt
v −∆v

)
ψ + v

(
d

dt
ψ −∆ψ

)
− 2gijv;iψ;j

= − vgijhk
i hkjψ − 2

ψ

v
gijvivj + v

(
d

dt
ψ −∆ψ

)
− 2gijv;iψ;j

≡ − v|A|2ψ − 2
ψ

v
|∇v|2 + v

(
d

dt
ψ −∆ψ

)
− 2〈∇v,∇ψ〉

= − v|A|2ψ − 2
ψ

v
|∇v|2 + v

(
d

dt
ψ −∆ψ

)
+ 2

〈
∇v, ψ∇v

v

〉
= − v|A|2ψ + v

(
d

dt
ψ −∆ψ

)
.

As v > 0, ψ ≥ 0, we get
d

dt
ψ −∆ψ ≥ 0.

According to the definition of ψ,

ψ;i = eλϕλϕ;i,

ψ;ij = eλϕ
(
λϕ;ij + λ2ϕ;iϕ;j

)
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and hence

d

dt
ϕ−∆ϕ ≥λ|∇ϕ|2.(4.1)

Due to the definition of ϕ, we see that

ϕ;i =
1
2β
Xα

i ηα −
(
|X|2 − 〈X, η〉2

)
i
,

|∇ϕ|2 =
1

4β2
ηαX

α
i g

ijXβ
j ηβ +

∣∣∇ (|X|2 − 〈X, η〉2)∣∣2
− 1
β
ηαX

α
i g

ij
(
|X|2 − 〈X, η〉2

)
j

≥ 1
4β2

ηαX
α
i g

ijXβ
j ηβ −

1
β
ηαX

α
i g

ij
(
|X|2 − 〈X, η〉2

)
j
,

d

dt
ϕ−∆ϕ =

1
2β

(
d

dt
〈X, η〉 −∆〈X, η〉

)
−
{
d

dt

(
|X|2 − 〈X, η〉2

)
−∆

(
|X|2 − 〈X, η〉2

)}
=

1
2β

〈
d

dt
X −∆X, η

〉
− 2

〈
X,

d

dt
X −∆X

〉
+ 2〈X, η〉

〈
d

dt
X −∆X, η

〉
+ 2gijXα

i X
β
j gαβ − 2gijXα

i X
β
j ηαηβ

≤ 2gijXα
i X

β
j gαβ

=2gijgij

=2n,

where we have used that

d

dt
X −∆X = −Hν − gijX;ij = −Hν + gijhijν = 0.

Using (4.1) and the estimate for |∇ϕ|2, we deduce that

(4.2) λ

(
1

4β2
ηαX

α
i g

ijXβ
j ηβ −

1
β
ηαX

α
i g

ij
(
|X|2 − 〈X, η〉2

)
j

)
≤ 2n.

Note that gαβ ≡ δαβ = Xα
i g

ijXβ
j + νανβ . This can be verified by testing the

equation with the unit normal ν and tangent vectors Xi. Hence

ηαX
α
i g

ijXβ
j ηβ = ηαg

αβηβ − ηαν
ανβηβ

=1− 〈η, ν〉2

=1− v−2,

ηαX
α
i g

ij
(
|X|2 − 〈X, η〉2

)
j

= ηαX
α
i g

ij ·Xγ
j

(
2Xβgβγ − 2〈X, η〉ηγ

)
=2ηα (gαγ − νανγ)

(
Xβgβγ − 〈X, η〉ηγ

)
=2〈η,X〉 − 2〈η, ν〉〈ν,X〉
− 2|η|2〈X, η〉+ 2〈X, η〉〈η, ν〉2
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= − 2〈η, ν〉〈ν,X〉+ 2〈X, η〉〈η, ν〉2.

In coordinates, we have η = (0,−1), ν = v−1(Du,−1), and X = (x, u). According
to the definition of ϕ and in view of 〈X, η〉 < 0, vψ ≡ 0 if |x|2 + u2 ≥ 1. Hence we
may assume that |x| < 1 and |u| < 1. We compute

−2〈η, ν〉〈ν,X〉+ 2〈X, η〉〈η, ν〉2 = − 2v−1v−1(〈Du, x〉 − u)− 2uv−2

≤ 2v−2|Du| · 1
≤ 2v−1.

Combining these estimates with (4.2), we get

λ

(
1

4β2
(1− v−2)− 2

β
v−1

)
≤ 2n.

Now we define λ := 64nβ2 and obtain (by a direct calculation) 7v2 − 64βv − 8 ≤ 0
and v ≤ 4 + 16β. Note that ϕ ≤ 1. We denote graphu(·, t)|B1(0) ∩ {ψ > 0} by M̃t.
Hence

max
M̃t0

vψ ≤ (4 + 16β) sup
M̃t0

ψ ≤ (4 + 16β)eλ = (4 + 16β)e64nβ2

and thus, as we have considered an arbitrary new increasing maximum of vψ,

vψ ≤ sup
M̃0

vψ + (4 + 16β)e64nβ2
≤ e64nβ2

(
4 + 16β + sup

B1(0)

√
1 + |Du|2(·, 0)

)
everywhere on M̃t, 0 ≤ t < T . We set β := 1 + sup

t∈[0,T ]

u(0, t). Therefore, we get for

t ∈ [0, T ] and x = 0

vψ =
√

1 + |Du|2(0, t)

−1 + e

64nβ2

0@ −u(0,t)
2+2 sup

t∈[0,T ]
u(0,t)+1

1A
+


≥
√

1 + |Du|2(0, t)
(
−1 + e64n(− 1

2+1)
)

≥
√

1 + |Du|2(0, t).

We conclude that√
1 + |Du|2(0, t) ≤ c(n) sup

B1(0)×{0}

√
1 + |Du|2 · exp

(
c(n) sup

t∈[0,T ]

u(0, t)2
)
.

The theorem follows. �

Theorem 4.1 has been extended to continuous initial data by J. Clutterbuck [13]
and T. Colding and W. Minicozzi [15].

If u is initially close to a cone in an appropriate sense, graphical mean curvature
flow converges, as t→∞, after appropriate rescaling, to a self-similarly expanding
solution “coming out of a cone”, see the papers by K. Ecker and G. Huisken [18]
and N. Stavrou [44].

Stability of translating solutions to graphical mean curvature flow without rescal-
ing is considered in [14].
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5. Convex Hypersurfaces

G. Huisken obtained the following theorem [27] for n ≥ 2. The corresponding
result for curves by M. Gage, R. Hamilton, and M. Grayson is even better, see
[21, 24]. It is only required that M ⊂ R2 is a closed embedded curve.

Theorem 5.1. Let M ⊂ Rn+1 be a smooth closed convex hypersurface. Then there
exists a smooth family Mt of hypersurfaces solving{

d
dtX = −Hν for 0 ≤ t < T,

M0 = M

for some T > 0.
As t↗ T ,
• Mt → Q in Hausdorff distance for some Q ∈ Rn+1 (convergence to a point),
• (Mt−Q) ·(2n(T −t))−1/2 → Sn smoothly (convergence to a “round point”).

The key step in the proof of Theorem 5.1 (in the case n ≥ 2) is the following

Theorem 5.2. Let Mt ⊂ Rn+1 be a family of convex closed hypersurfaces flowing
according to mean curvature flow. Then there exists some δ > 0 such that

max
Mt

n|A|2 −H2

H2−δ

is bounded above.

The proof involves complicated integral estimates.

Exercise 5.3. Prove Theorem 5.2 for δ = 0.

Remark 5.4. For simplicity, we will illustrate the significance of the quantity
considered in Theorem 5.2 only in the case n = 2. These considerations extend to
higher dimensions.

As

2|A|2 −H2 =2(λ2
1 + λ2

2)− (λ1 + λ2)2

=2λ2
1 + 2λ2

2 − λ2
1 − 2λ1λ2 − λ2

2

=λ2
1 − 2λ1λ2 + λ2

2

=(λ1 − λ2)2,

it measures the difference from being umbilic (λ1 = λ2) and vanishes precisely if Mt

is a sphere. Recall from differential geometry that, according to Codazzi, λ1 = λ2

everywhere implies that Mt is locally part of a sphere or hyperplane.
Assume that min

Mt

H → ∞ as t ↗ T . Assume also that λ1 ≤ λ2 and that the

surfaces stay strictly convex, i. e. min
Mt

λ1 > 0. Then Theorem 5.2 implies for any ε

there exists tε, such that for tε ≤ t < T

ε ≥ n|A|2 −H2

H2
=

(λ1 − λ2)2

(λ1 + λ2)2
≥ (λ1 − λ2)2

4λ2
2

=
1
4

(
λ1

λ2
− 1
)2

.

Hence λ1
λ2
≈ 1 and thus this implies that Mt is, in terms of the principal curvatures

λi, close to a sphere.
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There are many results showing that convex hypersurfaces converge to round
points under certain flow equations, see e. g. [1, 2, 9, 20, 21, 23, 31, 39, 40, 48].

Let us consider normal velocities of homogeneity bigger than one. In this case,
the calculations, that lead to a theorem corresponding to Theorem 5.2 for mean
curvature flow, are much simpler and rely only on the maximum principle.

Theorem 5.5. [[2, Proposition 3]] Let Mt be a smooth family of closed strictly
convex solutions to Gauß curvature flow d

dtX = −Kν. Then

t 7→ max
Mt

(λ1 − λ2)2

is non-increasing.

Proof. Recall that H2 − 4K = (λ1 + λ2)2 − 4λ1λ2 = (λ1 − λ2)2 =: w. For Gauß
curvature flow, we have, according to Appendix B,

F ij =Kij =
∂

∂hij

dethkl

det gkl
=

dethkl

det gkl
h̃ij = Kh̃ij ,

F ij,kl =Kh̃ij h̃kl −Kh̃ikhlj ,

where h̃ij is the inverse of hij . Recall the evolution equations (3.2), (3.6), and (3.7)
which become for Gauß curvature flow

d

dt
gij = − 2Khij ,

d

dt
K −Kh̃klKkl =KKh̃ijhk

i hkj

=K2H,

and

d

dt
hij −Kh̃klhij;kl =Kh̃klha

khalhij −Kh̃klhklh
a
i haj −Khk

i hkj

+K
(
h̃klh̃rs − h̃krh̃sl

)
hkl;ihrs;j

=KHhij − (n+ 1)Kha
i haj +K

(
h̃klh̃rs − h̃krh̃sl

)
hkl;ihrs;j ,

where n = 2. We have

d

dt
H −Kh̃ijH;ij = − hijg

ikgjl d

dt
gkl + gij

(
d

dt
hij −Kh̃klhij;kl

)
=2K|A|2 +KH2 − 3K|A|2 +Kgij

(
h̃klh̃rs − h̃krh̃sl

)
hkl;ihrs;j

=K
(
H2 − |A|2

)
+Kgij

(
h̃klh̃rs − h̃krh̃sl

)
hkl;ihrs;j

=2K2 +Kgij
(
h̃klh̃rs − h̃krh̃sl

)
hkl;ihrs;j ,
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hence

d

dt
w −Kh̃ijw;ij =2H

(
d

dt
H −Kh̃ijH;ij

)
− 2Kh̃ijHiHj

− 4
(
d

dt
K −Kh̃ijK;ij

)
=2H

(
2K2 +Kgij

(
h̃klh̃rs − h̃krh̃sl

)
hkl;ihrs;j

)
− 2Kh̃ijHiHj − 4K2H

=2HKgij
(
h̃klh̃rs − h̃krh̃sl

)
hkl;ihrs;j − 2Kh̃ijHiHj .

In a coordinate system, such that gij = δij and hij = diag (λ1, λ2), we obtain

d

dt
w −Kh̃ijw;ij = 2KH

2∑
i,j,k=1

1
λiλj

hii;khjj;k − 2KH
2∑

i,j,k=1

1
λiλj

h2
ij;k

− 2K
2∑

i,j,k=1

1
λk
hii;khjj;k

=2KH
2∑

i,j,k=1
i6=j

1
λiλj

hii;khjj;k − 2KH
2∑

i,j,k=1
i6=j

1
λiλj

h2
ij;k − 2K

2∑
i,j,k=1

1
λk
hii;khjj;k

=
4KH
λ1λ2

(
h11;1h22;1 − h2

12;1 + h11;2h22;2 − h2
12;2

)
− 2K

λ1
(h11;1 + h22;1)2 −

2K
λ2

(h11;2 + h22;2)2.

From now on, we consider a positive spatial maximum of H2 − 4K. There, we get
2Hgijhij;k − 4Kh̃ijhij;k = 0 for k = 1, 2. In a coordinate system as above, this
(divided by 2) becomes

0 =Hh11;k +Hh22;k − 2
K

λ1
h11;k − 2

K

λ2
h22;k

=(λ1 + λ2 − 2λ2)h11;k + (λ1 + λ2 − 2λ1)h22;k

=(λ1 − λ2)(h11;k − h22;k).

This enables us to replace h11;2 in the evolution equation in a positive critical point
by h22;2. Using also the Codazzi equations, we can rewrite the evolution equation
in a positive critical point as

d

dt
w −Kh̃ijw;ij =4(λ1 + λ2)

(
h2

11;1 − h2
22;2 + h2

22;2 − h2
11;1

)
− 2K

λ1
(h11;1 + h22;1)2 −

2K
λ2

(h11;2 + h22;2)2

≤ 0.

Hence, by the parabolic maximum principle, Theorem A.1, the claim follows. �

A consequence of Theorem 5.5 is the following result, see [2, Theorem 1].
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Theorem 5.6. Let M ⊂ R3 be a smooth closed strictly convex surface. Then
there exists a smooth family of closed strictly convex hypersurfaces solving Gauß
curvature flow d

dtX = −Kν for 0 ≤ t < T . As t ↗ T , Mt converges to a round
point.

Sketch of proof. The main steps are

(i) The convergence to a point is due to K. Tso [47]. There, the problem is
rewritten in terms of the support function and considered in all dimensions.
It is shown that a positive lower bound on the Gauß curvature es preserved
during the evolution. This ensures that the surfaces stay convex. The evolu-
tion equation of K

〈X,ν〉− 1
2 R

is used to bound the principal curvatures as long as
the surface encloses BR(0). Thus a positive lower bound on the principal cur-
vatures follows. Parabolic Krylov-Safonov estimates imply bounds on higher
derivatives.

(ii) Theorem 5.5,
(iii) Show that Mt is between spheres of radius r+(t) and r−(t) and center q(t)

with r+(t)
r−(t) → 1 as t↗ T .

(iv) Show that the quotient K(p,t)
Kr(t)

converges to 1 as t ↗ T . Here r(t) = (3(T −
t))1/3 is the radius of a sphere flowing according to Gauß curvature flow that
becomes singular at t = T and Kr(t) = (3(T − t))−2/3 its Gauß curvature.
This involves a Harnack inequality for the normal velocity.

(v) Show that λi

(3(T−t))−1/3 → 1 as t↗ T .
(vi) Obtain uniform a priori estimates for a rescaled version of the flow and hence

smooth convergence to a round sphere.

�

We see directly from the parabolic maximum principle for tensors that a posi-
tive lower bound on the principal curvatures is preserved for surfaces moving with
normal velocity |A|2.

Lemma 5.7. For a smooth closed strictly convex surface M in R3, flowing accord-
ing to d

dtX = −|A|2ν, the minimum of the principal curvatures is non-decreasing.

Proof. We have F = |A|2 = hijg
jkhklg

li, F ij = 2giahabg
bj , and F ij,kl = 2gikgjl.

Consider Mij = hij − εgij with ε > 0 so small that Mij is positive semi-definite for
some time t0. We wish to show that Mij is positive semi-definite for t > t0. Using
(3.7), we obtain

d

dt
hij − F klhij; kl = 2 trA3hij − 3|A|2hk

i hkj + 2gkrglshkl; ihrs; j .

In the evolution equation for Mij , we drop the positive definite terms involving
derivatives of the second fundamental form

d

dt
Mij − F klMij; kl ≥ 2 trA3hij − 3|A|2hk

i hkj + 2ε|A|2hij .
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Let ξ be a zero eigenvalue of Mij with |ξ| = 1, Mijξ
j = hijξ

j − εgijξ
j = 0. So we

obtain in a point with Mij ≥ 0(
2 trA3hij − 3|A|2hk

i hkj + 2ε|A|2hij

)
ξiξj =2ε trA3 − 3ε2|A|2 + 2ε2|A|2

=2ε trA3 − ε2|A|2

≥2ε2|A|2 − ε2|A|2 > 0

and the maximum principle for tensors, Theorem A.2, which extends to the case
d
dtMij ≥ . . ., gives the result. �

Exercise 5.8. Show that under mean curvature flow of closed hypersurfaces, the
following inequalities are preserved during the flow.

(i) 0 ≤ H, 0 < H,
(ii) hij ≥ 0,
(iii) εHgij ≤ hij ≤ βHgij for 0 < ε ≤ 1

n < β < 1.

Such estimates exist also for other normal velocities.

Theorem 5.9 ([39]). Let Mt be a family of closed strictly convex hypersurfaces
evolving according to d

dtX = −|A|2ν. Then

t 7→ max
Mt

(λ1 + λ2)(λ1 − λ2)2

λ1λ2

is non-increasing.

Exercise 5.10.

(i) Prove Theorem 5.9.
Hint: In a positive critical point of w := (λ1+λ2)(λ1−λ2)

2

λ1λ2
, for F = |A|2, the

evolution equation of w is given by
d

dt
w − F ijw;ij = − 4(λ1 − λ2)2λ1λ2

− 2
5λ8

1 − 4λ7
1λ2 + 46λ6

1λ
2
2 + 48λ5

1λ
3
2 + 72λ4

1λ
4
2

(λ2
1 + λ1λ2 + λ2

2)
2
λ4

1

h2
11;1

− 2
44λ3

1λ
5
2 + 34λ2

1λ
6
2 + 8λ1λ

7
2 + 3λ8

2

(λ2
1 + λ1λ2 + λ2

2)
2
λ4

1

h2
11;1

− 2
5λ8

2 − 4λ7
2λ1 + 46λ6

2λ
2
1 + 48λ5

2λ
3
1 + 72λ4

2λ
4
1

(λ2
2 + λ2λ1 + λ2

1)
2
λ4

2

h2
22;2

− 2
44λ3

2λ
5
1 + 34λ2

2λ
6
1 + 8λ2λ

7
1 + 3λ8

1

(λ2
2 + λ2λ1 + λ2

1)
2
λ4

2

h2
22;2.

(This is a longer calculation.)
(ii) Show that the only closed strictly convex surfaces contracting self-similarly

(by homotheties) under d
dtX = −|A|2ν, are round spheres. A surface Mt is

said to evolve by homotheties, if for every t1, t2, there exists λ ∈ R such that
Mt1 = λMt2 .

(iii) Show that for closed strictly convex initial data M , there exists some c > 0
such that 1

c ≤
λ1
λ2

+ λ2
λ1
≤ c for surfaces evolving according to d

dtX = −|A|2ν
for all 0 ≤ t < T , where T is, as usual, the maximal existence time.
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Similar results also exist for expanding surfaces

Theorem 5.11 ([40]). Let Mt be a family of closed strictly convex hypersurfaces
evolving according to d

dtX = 1
K ν. Then

t 7→ max
Mt

(λ1 − λ2)2

λ2
1λ

2
2

is non-increasing.

Exercise 5.12. Prove Theorem 5.11 and deduce consequences similar to those in
Exercise 5.10.

Hint: In a critical point of w := (λ1−λ2)
2

λ2
1λ2

2
, the evolution equation of w reads

d

dt
w − F ijw;ij = −2

(λ1 + λ2)(λ1 − λ2)2

λ3
1λ

3
2

− 8
λ6

1λ2
h2

11; 1 −
8

λ1λ6
2

h2
22; 2.

5.1. Isoperimetric Inequalities. In a situation, where we know, that mean cur-
vature flow exists until the enclosed volume shrinks to zero, it can be used to prove
isoperimetric inequalities. Flow equations and isoperimetric inequalities are studied
by G. Huisken, F. Schulze [41], and P. Topping [45]. We want to describe such an
approach in a model situation.

Consider a family M2
t of smooth closed surfaces that moves by mean curvature

flow until the volume of the enclosed area Ωt shrinks to zero. In this case, the
isoperimetric inequality reads

1
3σ
(
H2(Mt)

)3/2 −H3(Ωt) ≡
1
3σ
|Mt|3/2 − |Ωt| ≥ 0

for σ =
√

4π. (Recall that |∂B2
1 | = 4π and |B2

1 | = 4π
3 .) We want to prove this in-

equality using mean curvature flow for surfaces Mt which are topologically spheres.
Note first that by Hölder’s inequality

∫
Mt

H ≤

 ∫
Mt

1

1/2 ∫
Mt

H2

1/2

.

Secondly, by Gauß-Bonnet, as we are on a topological sphere,∫
Mt

H2 =
∫

Mt

(λ1 − λ2)2 +
∫

Mt

4K ≥ 4
∫

Mt

K = 4H2(∂B1(0)) ≡ 4|∂B1(0)| = 16π.

Hence, under the evolution by mean curvature flow, we get according to (3.3) the
following estimate for the isoperimetric difference (we may assume that

∫
Mt

H > 0
for otherwise the inequality derived in the following follows already from the first
line)

d

dt

(
1
3σ
|Mt|3/2 − |Ωt|

)
=

1
2σ
|Mt|1/2

∫
Mt

−H2 dµ−
∫

Mt

−H dµ

≤ − 1
2σ

 ∫
Mt

H2

1/2 ∫
Mt

H +
∫

Mt

H
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=

1− 1
2σ

 ∫
Mt

H2

1/2
∫

Mt

H

≤
(

1− 1
2σ

√
16π

)∫
H

=0.

Setting f(t) := 1
3σ |Mt|3/2−|Ωt|, we have f(T ) ≥ 0 (considered as a limit as t↗ T )

as we have assumed that |ΩT | = 0 (in the sense of a limit). Integrating backwards
in time yields f(t) ≥ 0 for t < T , which is the isoperimetric inequality claimed
above.

6. Mean Curvature Flow with Surgery

We consider mean curvature flow. Even for a smooth initial surface which is
topologically a sphere, singularities will occur before the surface can shrink to a
point.

The following example can be found in greater generality in [17].

Example 6.1. In order to see this, we consider a family of hypersurfaces in R3

given by
Mt =

{
(x, y, z) ∈ R3 : 1

2z
2 = x2 + y2 − 1 + t

}
for 0 ≤ t < 1. For t↗ 1, these hypersurfaces converge to a cone with singularity at
the origin. We want to see that this hypersurface is a barrier for mean curvature

flow. Locally, we can write it near y = 0 as a graph x =
√

1
2z

2 − y2 + 1− t. Due
to the symmetry, it suffices to understand the evolution near y = 0. Observe that

the function u(x1, x2) :=
√

1
2 (x1)2 − (x2)2 + 1− t fulfills

u̇ ≥
√

1 + |Du|2 div

(
Du√

1 + |Du|2

)
for 0 ≤ t < 1 and x2 ≈ 0. This is a direct calculation (exercise). That is, the
surface Mt shrinks slower in the direction of the axis z = 0 than a surface flowing
by mean curvature flow. Hence we can apply a comparison principle principle
(proved exactly as the avoidance principle, Theorem 2.16, using the inequality in
the maximum principle) to see that any compact surface flowing according to mean
curvature flow which is initially in the set { 1

2z
2 ≥ x2 +y2−1+0}, will be contained

in the set { 1
2z

2 ≥ x2 + y2 − 1 + t} for all 0 ≤ t < 1, if it evolves smoothly. Note
that the surfaces Mt are not compact, but the avoidance principle still applies as
it only needs that one of the surfaces is compact, as in such a case there has to be
a point of first contact.

We now pick a surface N that encloses two sufficiently large balls (which evolve
smoothly up to t = 2) on different sides of the neck of Mt. If the surface Nt

evolves smoothly, it continues to enclose those balls and to be contained in the set
{ 1

2z
2 ≥ x2 + y2 − 1 + t} for 0 ≤ t < 1. Hence it has to pass through the neck.

This however, is only possible, if the embedding becomes singular before t = 1.
Therefore, singularities may occur before a surface shrinks to a point.
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We have seen that in general, it is not to be expected that a smooth solution
to mean curvature flow exists for smooth initial data. It is possible to study mean
curvature flow in a weak setting, e. g. using a level-set flow. Another possibility is to
do surgery before singularities occur. This is done by G. Huisken and C. Sinestrari
in [30]. A hypersurface with principal curvatures λ1 ≤ . . . ≤ λn is called 2-convex,
if, everywhere on the hypersurface, λ1 + λ2 ≥ 0. The main theorem in [30] implies

Theorem 6.2. Let M ⊂ Rn+1, n ≥ 3, be a smooth closed embedded 2-convex
hypersurface. Then there exists a mean curvature flow starting from M with a
finite number of surgeries.

Strategy of proof.

(i) Show that 2-convexity is preserved during mean curvature flow.
(ii) Let the surfaces evolve until the curvature becomes big somewhere.
(iii) Prove a priori estimates that allow to control the behavior of hypersurfaces

near a point, where the curvature is big.
(iv) Convex parts shrink to round points and are understood. Other regions of

high curvature look like a neck Sn−1× [a, b] or Sn−1×S1, or like a degenerate
neck-pinch. Necks of the form Sn−1×S1 are shown to be diffeomorphic to the
model space Sn−1 × S1. Necks of the form Sn−1 × [a, b] or degenerate neck-
pinches are cut out so that the curvature drops. Therefore, it has to be shown
that a piece (=connected component) of Mt with a point of high curvature
that is not convex or diffeomorphic to Sn−1 × S1 has a neck-like region.

(v) Each time a surgery is performed, a certain amount of area is cut out. Hence
there can be at most finitely many surgeries. In order to cut out a certain
amount of area, the authors follow a neck until it opens up. This ensures the
lower area bound on the differences of the areas in the surgery process.

(vi) The hard part is to control the behavior of the flow analytically. We list a few
key steps to do that
(a) In regions, where the curvature is big, the hypersurface is almost convex.

For every δ > 0, there exists c(δ,M0) > 0, such that

λ1 ≥ −δH − c(δ,M0).

(b) If |λ1| is small, then the other principal curvatures are close to each other.
(Note that this corresponds to a cylinder.) It has to be shown that such
a “curvature cylinder” is also a “geometric cylinder”. The (pointwise)
cylindrical estimate reads: For every η > 0,

|λ1| ≤ ηH =⇒ |λi − λj |2 ≤ ηH2 + c(η,M0, n) for i, j ≥ 2.

(c) A pointwise gradient estimate. It states that the second fundamental form
does not change much between points nearby.

|∇A|2 ≤ c(n)|A|4 + c(M0).

(d) All this is done with few parameters that control the geometry of the
hypersurfaces. Up to the choice of these parameters, the surgeries are
carried out in a canonical way. It is important that the control on the
geometry is uniformly maintained during the surgeries.

�

Remark 6.3.
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(i) The surgery is a procedure that allows to control the geometry of the hy-
persurfaces. Such is in general not known for other weak formulations. See,
however, [28], where the Euler characteristic is controlled for a weak formula-
tion of inverse mean curvature flow. Hence mean curvature flow with surgeries
allows to reconstruct the topology of the original manifold. It turns out that
all 2-convex hypersurfaces are topologically Sn or a finite connected sum of
Sn−1 × S1.

(ii) The idea to combine a geometric flow equation with a surgery procedure
appears also in the work of R. Hamilton and G. Perelman on the Ricci flow.

(iii) Mean curvature flow with surgery can be considered a “canonical” way of
deforming a manifold into standard pieces. Keep in mind that surgery and
forming a connected sum are operations inverse to each other. Hence such
procedure is a way to “geometrize” embedded 2-convex manifolds.

(iv) In Section 5, we had seen such a geometrization program for convex hyper-
surfaces. Without imposing curvature conditions, the possible singularities
seem not to allow something like surgery. This is different in 3 dimensions
if we consider abstract manifolds, i. e. manifolds which are not embedded as
hypersurfaces.

(v) There is a strong similarity between extrinsic flows, i. e. flows of manifolds
embedded in some other manifold like Rn+1, and intrinsic flows, i. e. flows,
where only the (Riemannian) metric changes in time.

7. Ricci Flow

Definition 7.1. A Riemannian metric g(t) is evolving under Ricci flow with initial
condition g(0), a Riemannian metric, if

(7.1)

{
∂
∂tg(t) = −2 Ric(g(t)),
g(0) = g0.

Remark 7.2 (Existence). For smooth initial data on a compact manifold, short-
time existence is proved in [26] using the Nash-Moser implicit function theorem. A
problem in the existence proof is that the evolution equation is degenerate parabolic,
corresponding to the invariance of the Ricci flow under diffeomorphisms. In a
more direct approach one considers an equivalent flow, the Ricci-DeTurck or Ricci
harmonic map heat flow, which is strictly parabolic, to prove existence. This is
known as the DeTurck trick [16].

Definition 7.3 (Solitons). Special solutions are those that evolve only by diffeo-
morphisms and scaling. They are called Ricci solitons. For these solitons the metric
evolves as follows

g(t) = σ(t)ϕ∗(t)g(0),

where σ(t) > 0 and ϕ(t) is a family of diffeomorphisms. This can be rewritten in
terms of a constant ε corresponding to σ̇ and a vector field X induced by ϕ(t) as

−2 Ric(g0) = εg0 + LX0g0

or, equivalently, as

−2Rij =∇iXj +∇jXi + ε(g0)ij .
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For ε > 0, the soliton is called, expanding; solitons with ε = 0 are called steady; if
ε < 0, the soliton is shrinking. (Note that Rn with its standard Euclidean metric
is at the same time an expanding, a steady, and a shrinking soliton.)

If X is the gradient of a function f , the soliton equation becomes

Rij +∇i∇jf +
ε

2
gij = 0.

Example 7.4 (Cigar soliton). Consider
(
R2, u(x, t)δ

)
, where δ denotes the stan-

dard Euclidean metric, λ > 0, and u(x, t) = 1
λ|x|2+e4λt . Then

(
R2, u(x, t)δ

)
fulfills

Ricci flow.

Exercise 7.5. Prove that in this situation, Ricci flow is equivalent to u̇ = ∆ log u.
It might be helpful to prove first that R = −1/u · ∆ log u. Show that the cigar
soliton is a gradient soliton to Ricci flow.

8. Evolution Equations

We use the following definitions, see e. g. [26].

Definition 8.1. We define
the Christoffel symbols

Γh
ij = 1

2g
hk(gjk,i + gik,j − gij,k),

the Riemannian curvature tensor Rk
ijl = Rij

k
l

Rij
k

l := Γk
jl,i − Γk

il,j + Γk
ipΓ

p
jl − Γk

jpΓ
p
il,

and in covariant form
Rijkl = gkhRij

h
l,

the Ricci tensor
Rik = gjlRijkl,

and the scalar curvature
R = gijRij .

In order to compute the evolution equation for the Riemannian curvature tensor,
it is convenient to consider a normal coordinate system such that Γk

ij = 0 at the
point considered. To avoid confusion about the order of differentiation, we write ∂i

and ∂t. We obtain

∂tΓh
jl = 1

2g
hm(∂j∂tglm + ∂l∂tgjm − ∂m∂tgjl),

∂tRij
h

l = ∂i∂tΓh
jl − ∂j∂tΓh

il,

∂tRijkl = ghk∂tRij
h

l + ∂tghkRij
h

l,

and hence

∂tRijkl = ∂i∂kRjl − ∂i∂lRjk − ∂j∂kRil + ∂j∂lRik

− gpq(RijkpRql +RijplRqk).

The following Lemma [26, Lemma 7.2] is a consequence of the Bianchi identities

0 =Rijkl +Riklj +Riljk,
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0 = ∂iRjklm + ∂jRkilm + ∂kRijlm,

of differentiating these identities, exchanging derivatives, permuting indices and
contracting.

Lemma 8.2. We have

∆Rijkl+2(Bijkl −Bijlk −Biljk +Bikjl)
= ∂i∂kRjl − ∂i∂lRjk − ∂j∂kRil + ∂j∂lRik

+ gpq(RpjklRqi +RipklRqj),

where

Bijkl = gprgqsRpiqjRrksl.

Proof. Exercise (long computation). �

Based on the above considerations, we obtain the evolution equation for Rijkl,
see [26, Theorem 7.1],

Theorem 8.3. The Riemannian curvature tensor satisfies the evolution equation

∂

∂t
Rijkl =∆Rijkl + 2(Bijkl −Bijlk −Biljk +Bikjl)

− gpq(RpjklRqi +RipklRqj +RijplRqk +RijkpRql).

Corollary 8.4. The Ricci tensor and the scalar curvature fulfill the following evo-
lution equations

∂

∂t
Rik =∆Rik + 2gprgqsRpiqkRrs − 2gpqRpiRqk,(8.1)

∂

∂t
R =∆R+ 2gijgklRikRjl.(8.2)

9. Spherical Space Forms

Comparable to the results in Section 5, there are results for Ricci flow that show
that manifolds converge, after appropriate rescaling, smoothly to quotients of the
round sphere.

The classical result in this direction is by R. Hamilton [26]

Theorem 9.1. Let (M, g) be a compact 3-manifold of positive Ricci curvature.
Then there exists a smooth solution (M, g(t)) to{

∂
∂tg(t) = −2 Ric,
g(0) = g

on some finite time interval [0, T ). As t↗ T , after appropriate rescaling, (M, g(t))
converges to a manifold of constant positive curvature, i. e. of constant positive
sectional curvatures.

Remark 9.2.
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(i) In three dimensions,

Rijkl = gikRjl − gilRjk − gjkRil + gjlRik − 1
2R(gikgjl − gilgjk),

i. e. the Riemannian curvature tensor is determined by the Ricci tensor. In
appropriate coordinates Rij = diag(λ, µ, ν).

(ii) We list a few important estimates that are all obtained by applying the max-
imum principle to appropriate test functions.

(iii) In view of (8.2), R > 0 is preserved during the flow.
(iv) εRgij ≤ Rij ≤ βRgij is preserved during the flow for 0 < ε ≤ 1

3 < β < 1.
(v) Positive sectional curvatures are preserved.
(vi) The pinching estimate is a crucial estimate. It states that for some δ > 0

(λ− µ)2 + (λ− ν)2 + (µ− ν)2 ≤ cR2−δ.

It is the first estimate that is better than expected from scaling.
(vii) For any η > 0, we have the gradient estimate

|∇R|2 ≤ ηR3 + c(η, g(0)).

(viii) As t↗ T , we have max
M

|Ric | → ∞ and thus max
M

R→∞.

(ix) From the gradient estimate, we obtain maxR/minR→ 1 as t↗ T .
(x) Hence, after rescaling, (M, g(t)) converges to a manifold with λ = µ = ν as

t↗ T .

In contrast to mean curvature flow, as far as the results of this section are
concerned, most of the a priori estimates rely on maximum principle.

Theorem 9.1 has been improved by C. Böhm and B. Wilking to any dimension
and initial metrics of 2-positive curvature operator [3]. The main idea there is to
carefully study the properties of the Riemannian curvature tensor in the ordinary
differential equation related to Ricci flow and to introduce a continuous family of
pinching cones. Ricci flow has to enter these cones transversally. Hence it has
to converge to the intersection of all that cones, which consists of the metrics of
constant (sectional) curvature.

This has been extended to manifolds M such that M ×R or M ×R2 has positive
isotropic curvature (PIC) by S. Brendle and R. Schoen, see [4–6]. PIC is defined
using orthonormal four-frames by the inequality

R1313 +R1414 +R2323 +R2424 − 2R1234 > 0.

It implies in particular that a compact strictly 1/4-pinched Riemannian mani-
fold is diffeomorphic to a space form, i. e. it implies the differentiable 1/4-pinching
theorem. This result requires only pointwise strict 1/4-pinching for the sectional
curvatures. Here, it is always understood that the sectional curvatures are positive.

The crucial step is to show that PIC is preserved under Ricci flow. It involves
carefully studying the algebra in the corresponding ordinary differential equation.

10. Non-Compact Solutions

W.-X. Shi [42] has considered Ricci flow of non-compact complete manifolds of
bounded curvature. He gives a short time existence proof in this situation. The
proof relies on

(i) solving appropriate Dirichlet problems on a sequence of balls of increasing
radius,
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(ii) interior a priori estimates, some of them interior in space and time.
This is similar to what we have seen for graphical mean curvature flow. Note
however, that for Ricci flow bounded curvature does not guarantee the existence of
a solutions as neck-pinches may occur.

He has also proved non-compact maximum principles and has shown that mani-
folds that are initially Kähler stay Kähler. For those manifolds, the Kähler potential
u fulfills (at least locally)

u̇ = log detui̄.

This flow is (currently) the main tool to attack the following conjecture of S.-T.
Yau: A complete non-compact Kähler manifold with positive holomorphic bisec-
tional curvature is biholomorphic to Cn.

The strategy is to let the metric evolve according to Kähler-Ricci flow. The
biholomorphisms are then constructed with the help of the limit manifold (possibly
after rescaling) as t→∞. This requires currently initially bounded curvature and
at least one additional condition like average quadratic curvature decay

1
|Br(x)|

∫
Br(x)

Rdµ ≤ c

(1 + r)2
for all x ∈M, r > 0,

or maximal volume growth

lim
r→∞

|Br(x)|
rn

> 0 for some x ∈M.

See the survey article of A. Chau and L.-F. Tam [8] for details.
Interior a priori estimates allow to reduce the smoothness that has to be assumed

for the initial data. M. Simon [43] could start Ricci flow for C0 initial data g0, i. e.
he constructs a smooth solution g(t) that approximates g0 in C0 as t↘ 0.

If g0 is initially C0-close to Euclidean space with the standard metric and the
difference becomes small at infinity, the corresponding solutions were shown to
converge to Euclidean space as t → ∞ under Ricci harmonic map heat flow, see
[38]. The proof is based on integral estimates involving

n∑
i=1

1
λm

i

(λm
i − 1)2,

where m ≥ 2 and λi denotes the eigenvalues of g(t) with respect to the flat back-
ground metric.

11. Ricci Flow with Surgery

Ricci flow with surgery was introduced by R. Hamilton [25] for four-manifolds
of positive isotropic curvature. Similar to mean curvature flow with surgery, it is
important to understand precisely, how singularities look like in order to perform
surgery. R. Hamilton made a lot of progress in this direction, but he could not
exclude singularities that look locally like(

R2,
1

1 + |x|2
δ

)
× (R, δ),

a cigar soliton times R, after blow-up. It is important to exclude such a soliton as
it does not seem to allow for surgery.
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G. Perelman could exclude such singularities. This is part of his recent work
on Ricci flow of 3-manifolds [33–35]. Recent expositions of this material include
[7, 10–12, 32, 46]. We will only sketch how to exclude such singularities.

Define for the metric g, a smooth function f and τ > 0 the functional W by

W(g, f, τ) =
∫ [

τ
(
R+ |∇f |2

)
+ f − n

]
u dµ(g),

where u = (4πτ)−n/2e−f and n is the dimension of the manifold. We require that∫
u = 1. This is called compatibility of u or f . Set

µ(g, τ) := inf
f
W(g, f, τ),

where the infimum is taken over all compatible functions f . This infimum is finite
and attained for some smooth function f .

We have the following monotonicity: If M is closed and g, f , and τ evolve
according to 

∂g
∂t = −2 Ric,
dτ
dt = −1,
∂f
∂t = −∆f + |∇f |2 −R+ n

2τ ,

then
d

dt
W(g, f, τ) = 2τ

∫ ∣∣∣Ric +Hess f − g

2τ

∣∣∣2 u dµ ≥ 0.

This implies a lower bound on µ(g, τ) during the flow. Such a lower bound implies
(longer computations) a positive lower bound on the volume ratio for geodesic balls,

µ(Br(p))
rn

> ζ > 0,

if |Riem | ≤ r−2 on Br(p), where the lower bound depends on n, g(0), and upper
bounds for r and T .

Now we consider a special situation in dimension n = 3. If a solution g(t) runs
into a singularity as described above, we can choose small balls Br(p). If we fix
the centers so that the balls lie on the region, where the cigar looks cylindrical,
we obtain (after rescaling) the following situation. (Note that |Riem | ≤ r−2 is
preserved under scaling and so is the volume ratio.) The geodesic balls then roughly
look like S1 × Br ⊂ R2 × R2 and hence violate the lower volume bound for large
values of r as the volume of these geodesic balls grows like r2.

Appendix A. Parabolic Maximum Principles

The following maximum principle is fairly standard. For non-compact, strict or
other maximum principles, we refer to [18] or [36], respectively.

We will use C2,1 for the space of functions that have two spatial and one time
derivative, if all these derivatives are continuous.

Theorem A.1 (Weak parabolic maximum principle). Let Ω ⊂ Rn be open and
bounded and T > 0. Let aij, bi ∈ L∞(Ω × [0, T ]). Let aij be strictly elliptic, i. e.
aij(x, t) > 0 in the sense of matrices. Let u ∈ C2,1(Ω × [0, T )) × C0

(
Ω× [0, T ]

)
fulfill

u̇ ≤ aijuij + biui in Ω× (0, T ).
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Then we get for (x, t) ∈ Ω× (0, T )

u(x, t) ≤ sup
P(Ω×(0,T ))

u,

where P (Ω× (0, T )) := (Ω× {0}) ∪ (∂Ω× (0, T )).

Proof.

(i) Let us assume first that u̇ < aijuij + biui in Ω × (0, T ). If there exists a
point (x0, t0) ∈ Ω× (0, T ) such that u(x0, t0) > sup

P(Ω×(0,T ))

u, we find (x1, t1) ∈

Ω× (0, T ) and t1 minimal such that u(x1, t1) = u(x0, t0). At (x1, t1), we have
u̇ ≥ 0, ui = 0 for all 1 ≤ i ≤ n, and uij ≤ 0 (in the sense of matrices). This,
however, is impossible in view of the evolution equation.

(ii) Define for 0 < ε the function v := u− εt. It fulfills the differential inequality

v̇ = u̇− ε < u̇ ≤ aijuij + biui = aijvij + bivi.

Hence, by the previous considerations,

u(x, t)− εt = v(x, t) ≤ sup
P(Ω×(0,T ))

v = sup
P(Ω×(0,T ))

u− εt

and the result follows as ε ↓ 0.

�

There is also a parabolic maximum principle for tensors, see [26, Theorem 9.1].
(See the AMS-Review for a small correction of the proof.)

A tensor Nij depending smoothly on Mij and gij , involving contractions with
the metric, is said to fulfill the null-eigenvector condition, if Nijv

ivj ≥ 0 for all
null-eigenvectors of Mij .

Theorem A.2. Let Mij be a tensor, defined on a closed Riemannian manifold
(M, g(t)), fulfilling

∂

∂t
Mij = ∆Mij + bk∇kMij +Nij

on a time interval [0, T ), where b is a smooth vector field and Nij fulfills the null-
eigenvector condition. If Mij ≥ 0 at t = 0, then Mij ≥ 0 for 0 ≤ t < T .

Appendix B. Some linear algebra

Lemma B.1. We have

∂

∂aij
det(akl) = det(akl)aji,

if aij is invertible with inverse aij, i. e. if aijajk = δi
k.

Proof. It suffices to prove that the claimed inequality holds when we multiply it
with aik and sum over i. Hence, we have to show that

∂

∂aij
det(akl)aik = det(akl)δ

j
k.
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We get

∂

∂aij
det(akl) = det



a1 1 . . . a1 j−1 0 a1 j+1 . . . a1 n

...
...

...
...

...
ai−1 1 . . . ai−1 j−1 0 ai−1 j+1 . . . ai−1 n

0 . . . 0 1 0 . . . 0
ai+1 1 . . . ai+1 j−1 0 ai+1 j+1 . . . ai+1 n

...
...

...
...

...
an 1 . . . an j−1 0 an j+1 . . . an n


.

and thus

∂

∂aij
det(akl) · aik =det


0 . . . 0 a1 k 0 . . . 0
a2 1 . . . a2 j−1 0 a2 j+1 . . . a2 n

...
...

...
...

...
an 1 . . . an j−1 0 an j+1 . . . an n



+ det


a1 1 . . . a1 j−1 0 a1 j+1 . . . a1 n

0 . . . 0 a2 k 0 . . . 0
a3 1 . . . a3 j−1 0 a3 j+1 . . . a3 n

...
...

...
...

...
an 1 . . . an j−1 0 an j+1 . . . an n


+ . . .

=det


a1 1 . . . a1 j−1 a1 k a1 j+1 . . . a1 n

a2 1 . . . a2 j−1 0 a2 j+1 . . . a2 n

...
...

...
...

...
an 1 . . . an j−1 0 an j+1 . . . an n



+ det


a1 1 . . . a1 j−1 0 a1 j+1 . . . a1 n

a2 1 . . . a2 j−1 a1 k a2 j+1 . . . a2 n

a3 1 . . . a3 j−1 0 a3 j+1 . . . a3 n

...
...

...
...

...
an 1 . . . an j−1 0 an j+1 . . . an n


+ . . .

=det

a1 1 . . . a1 j−1 a1 k a1 j+1 . . . a1 n

...
...

...
...

...
an 1 . . . an j−1 an k an j+1 . . . an n


=δj

k det(ars).

�

Lemma B.2. Let aij(t) be differentiable in t with inverse aij(t). Then

d

dt
aij = −aikalj d

dt
akl.

Proof. We have
aikakj = δi

j .
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Assume that there exists ãij such that

aikã
kj = δj

i .

Then aij = ãij , as

aij = aikδj
k = aik

(
aklã

lj
)

=
(
aikakl

)
ãlj = ãij .

We differentiate and obtain

0 =
d

dt
δi
j =

d

dt

(
aikakj

)
=

d

dt
aikakj + aik d

dt
akj .

Hence
d

dt
ail =

d

dt
aikδl

k =
d

dt
aikakja

jl = −aik d

dt
akja

jl.

�
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14. Julie Clutterbuck, Oliver C. Schnürer, and Felix Schulze, Stability of translating solutions to
mean curvature flow, Calc. Var. Partial Differential Equations 29 (2007), no. 3, 281–293.

15. Tobias H. Colding and William P. Minicozzi, II, Sharp estimates for mean curvature flow of
graphs, J. Reine Angew. Math. 574 (2004), 187–195, arXiv:math.AP/0305099.

16. Dennis M. DeTurck, Deforming metrics in the direction of their Ricci tensors, J. Differential

Geom. 18 (1983), no. 1, 157–162.
17. Klaus Ecker, Regularity theory for mean curvature flow, Progress in Nonlinear Differential

Equations and their Applications, 57, Birkhäuser Boston Inc., Boston, MA, 2004.
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