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Abstract

An adaptive finite element method is developed for a class of optimal control problems with elliptic variational inequality constraints and objective functionals defined on the space of continuous functions, necessitated by a point-tracking requirement with respect to the state variable. A suitable first order stationarity concept is derived for the problem class via a penalty technique. The dual-weighted residual approach for goal-oriented adaptive finite elements is applied and relies on the stationarity system. It yields primal residuals weighted by approximate dual quantities and vice versa as well as complementarity mismatch errors. A report on numerical tests, including the critical case of biactivity, completes this work.
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1 Introduction

In this paper we study a class of optimal control problems with variational inequality and pointwise control constraints, as well as an objective containing the tracking of the state variable at specific points. Such models are of interest, for example, in inverse problems where a parameter has to be identified from measurements at predefined locations in the underlying domain; see [1] for an application in mathematical finance.

Since variational inequalities often model an equilibrium condition, the problems treated here are called mathematical programs with equilibrium constraints (MPECs) in the literature. This problem class has been studied since the 1970s in finite dimensional spaces and later also in function space; see [38, 43] and [6, 41] for extensive accounts of the progress in the respective subjects. Despite the research efforts ever since, the problem class considered in this paper has not yet been analyzed. The degeneracy of the constraint set which is typical for MPECs makes standard methods for the derivation of necessary optimality conditions inapplicable. As an alternative, penalty methods (see e.g. [6] and the references therein) and methods relying on generalized differentiability concepts (see e.g. [40]) have been used. Concerning the state system of the present work, useful analytic properties (such as stability and directional differentiability) of solution operators of variational inequalities are discussed in [15, 34, 45]. These properties were employed successfully to derive alternative forms of stationarity. For such concepts in function space we refer to [28, 42], and to [47] for finite dimensional problems.

Besides their value for the design of mesh independent solution algorithms, function space stationarity conditions can be employed to derive goal oriented a posteriori error indicators with respect to the objective functional in the context of finite element discretizations. In optimization with partial differential equation constraints, this concept was pioneered in [10, 4], and an associated adaptive method for an MPEC is given in [27]. The method relies on local error indicators for the implementation of an automatic adaption of the discrete space. For different approaches to adaptive finite element methods (AFEMs) we refer to the monographs [49, 4, 44, 3] and the references therein. The typical dual-weighted residual error estimators have been successfully applied to optimal control problems with partial differential constraints e.g. in [37, 50, 24, 23, 11, 25, 26, 46]. Alternatively, functional error estimation for optimal control problems is analyzed in [20], and residual based estimators are studied in [37, 36, 31, 30, 33, 32, 19]. In particular, a residual based estimator for the optimal control of an obstacle problem is suggested in [19].

In the present paper, we analyze the new problem class and derive suitable stationarity conditions with a smooth penalty approach and an averaging technique for the function evaluations in the objective. Some of the analytic complications associated with the underlying problem class are due to the point tracking which requires a state space which embeds into continuous functions, and thus leads to reduced regularity of adjoint states. Based on the resulting so-called $\epsilon$-almost C-stationarity system, we develop a goal-oriented indicator for the error in the objective functional of the optimal control problem which contains dual weighted residuals and terms covering the mismatch in com-
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plementarity of primal variables and the respective multipliers. These are similar to the ones in [27], but with extra terms concerning the supplementary control constraints.

The paper is structured as follows: We provide a collection of basic notation in the rest of this section. In Section 2 we state the considered MPEC and prove a regularity result for the solution of the variational inequality. In addition, the penalization scheme with a new averaging technique for the objective is defined. Section 3 shows the limiting process that takes the first order optimality conditions of the auxiliary problem to the \( \epsilon \)-almost C-stationarity conditions for the MPEC. These conditions are employed for the derivation of an abstract error representation formula and the a posteriori error indicators in Section 4. We finish in Section 5 with a brief description of the solution method and document numerical results.

Notation

For a Banach space \( Y \) and its dual \( Y^* \), the dual pairing of elements \( y^* \in Y^* \) and \( y \in Y \) is written as \( \langle y^*, y \rangle_{Y^*} = y^*(y) \). In a reflexive Banach space \( Y \) with the identification \( i : Y \rightarrow Y^{**} \), we write \( \langle y, y^* \rangle_Y := \langle i(y), y^* \rangle_{Y^{**}} \). If \( X \) is a Hilbert space, we write \((x_1, x_2)_X\) for the scalar product of \( x_1, x_2 \in X \). For sequences \((y_k)_{k \in \mathbb{N}} \subset Y \) and \((y^*_k)_{k \in \mathbb{N}} \subset Y^* \), we denote the strong convergence to a limit \( y \in Y \) (i.e., \( \|y_k - y\|_Y \rightarrow 0 \) for \( k \rightarrow \infty \)) by \( y_k \rightharpoonup y \), whereas weak and weak* convergence are denoted by \( y_k \rightharpoonup y \) (i.e., \( \forall z^* \in Y^*, \langle z^*, y_k - y \rangle_{Y^*} \rightarrow 0 \)) and \( y_k \rightharpoonup^{*} y^* \) (i.e., \( \forall z \in Y, \langle y^*_k - y^*, z \rangle_{Y^*} \rightarrow 0 \)).

The standard Lebesgue an Sobolev spaces on an open, bounded Lipschitz domain \( \Omega \) are denoted in the usual way and we use the norms \( \|v\|_{H^1_0(\Omega)} := \|\nabla v\|_{L^2(\Omega)} \) and \( \|v\|_{W^{1,q}_0(\Omega)} := \|\nabla v\|_{L^q(\Omega)} \). Furthermore we write \( C^0(\overline{\Omega}) \) for continuous functions on the closure of \( \Omega \) and identify its dual space \( (C^0(\overline{\Omega}))^* \) with the space of bounded Borel measures \( \mathcal{M}_b(\overline{\Omega}) \) by the Riesz-Alexandroff representation theorem.

For a function \( \psi \in L^2(\Omega) \), we define \( (\psi)_+ = \max(0, \psi) \) in a pointwise almost everywhere (a.e.) sense. The characteristic function of a subset \( M \subset \Omega \) is denoted by \( \chi_M : \Omega \rightarrow \{0, 1\} \), while \( |M| \) is the Lebesgue measure of \( M \) provided \( M \) is measurable. We write \( \mathbb{R}^{>0} = \{ t \in \mathbb{R} \mid t > 0 \} \) and, for a subset \( M \) of a Banach space \( Y \), \( \mathcal{M}^+ = \{ y^* \in Y^* \mid \forall y \in M : y^*(y) \geq 0 \} \subset Y^* \). The number of elements in a finite set \( I \) is denoted by \( \text{card}(I) \).

Throughout the text, \( C > 0 \) is a generic constant which depends only on the problem input data, but not on solutions, or on the discretization.
2 Model problem and the penalization scheme

2.1 Statement of the problem

For an open bounded domain $\Omega \subset \mathbb{R}^2$, we consider $a_{ij} \in L^\infty(\Omega)$ ($i, j \in \{1, 2\}$) such that for all $\zeta = (\zeta_1, \zeta_2) \in \mathbb{R}^2$ and almost all $x \in \Omega$, 

$$\sum_{i,j=1}^2 a_{ij}(x) \zeta_i \zeta_j \geq \alpha |\zeta|^2,$$

where $\alpha > 0$, and we define the uniformly coercive operator $A : H_0^1(\Omega) \to H^{-1}(\Omega)$ by 

$$A = -\sum_{i,j=1}^2 \frac{\partial}{\partial x_i} a_{ij} \frac{\partial}{\partial x_j} = - \text{div}(a_{ij} \nabla). \quad (2.1)$$

Here and below, the coefficient matrix in $A$ is denoted by $(a_{ij}) \in L^\infty(\Omega)^{2\times2}$. Let $V = H_0^1(\Omega)$, $A : V \to V^*$ and $K = \{z \in V | z \geq 0 \text{ a.e. in } \Omega\}$. By the Lions-Stampacchia theorem (cf. [45 Thm.4:3.1]), the variational inequality problem

$$\text{Find } y \in K \text{ such that } \langle Ay, z - y \rangle_{H^{-1}(\Omega)} \geq \langle f + u, z - y \rangle_{H^{-1}(\Omega)} \quad \forall z \in K,$$ 

has a unique solution for all $u, f \in V^*$. This solution can be equivalently characterized by the following complementarity system with slack variable $\xi$,

$$\xi = Ay - f - u \in V^*, \quad y \geq 0 \text{ in } V, \quad \xi \geq 0 \text{ in } V^*, \quad \langle \xi, y \rangle_{H^{-1}(\Omega)} = 0. \quad (2.3)$$

In a slight misuse of notation, we denote the solution operator of (2.2) by $y(\cdot)$, so this maps $u \in V^*$ to $y = y(u)$. It is well-known from [13] (see also [45 Thm.5:2.5 (i)]) that for $\partial \Omega \in C^1$, $a_{ij} \in L^\infty(\Omega) \forall i, j \in \{1, 2\}$ and $f + u \in W^{-1,q}(\Omega)$, there exists $\tilde{q} > 2$ such that for all $2 < q < \tilde{q}$ the solution of (2.2) satisfies $y(u) \in W^{1,q}_0(\Omega)$. The following proposition shows that in fact, less regularity of the boundary $\partial \Omega$ is necessary to prove that the solution operator of (2.2) maps $L^2(\Omega)$ into $W^{1,q}_0(\Omega)$.

**Proposition 2.1.** Assume that $\Omega$ is of class $C^{0,1}$ (i.e. has a Lipschitz boundary, which includes non-convex polygonal domains), $a_{ij} \in L^\infty(\Omega) \forall i, j \in \{1, 2\}$ and $f + u \in L^2(\Omega)$. Then there exists $Q > 2$ such that for all $2 < q < Q$ the solution of (2.2) satisfies $y(u) \in W^{1,q}_0(\Omega)$ and the following estimate holds,

$$\|y(u)\|_{W^{1,q}_0(\Omega)} \leq C \|f + u\|_{W^{-1,q}(\Omega)}. \quad (2.4)$$

**Proof.** In the same way as in [45 IV, Theorem 2.3], we define $\partial_\tau : \mathbb{R} \to [0, 1]$ for $\tau > 0$ as

$$\partial_\tau(t) = \begin{cases} 1, & t \leq 0, \\ 1 - \frac{t}{\tau}, & 0 < t < \tau, \\ 0, & t \geq \tau \end{cases}$$
and approximate the variational inequality by the problem

\[
\text{Find } y \in H^1_0(\Omega) \text{ such that } Ay = \max(0, -f - u) \vartheta(y) + f + u.
\]  

(2.5)

Lemma 2.2 in [35, IV] yields a unique solution \(y_r \in H^1_0(\Omega)\). The Lipschitz domain \(\Omega\) is regular in the sense of [22, Def. 2], and thus by [22, Thm. 3] there exists \(\hat{q} > 2\) such that the duality map \(-\Delta : H^1_0(\Omega) \to H^{-1}(\Omega)\) maps \(W^{1,\hat{q}}_0(\Omega)\) onto \(W^{-1,\hat{q}}(\Omega)\) and \(\|\phi\|_{W^{-1,\hat{q}}(\Omega)} \leq C\| -\Delta \phi\|_{W^{-1,\hat{q}}(\Omega)}\) for all \(\phi \in W^{1,\hat{q}}_0(\Omega)\). So from Meyer’s estimate (see [39, Thm. 1]) we obtain \(Q \in (2, \hat{q}]\), depending only on \(\Omega\), the ellipticity constant and the norm of \((a_{ij})\), such that \(A\) maps \(W^{1,q}_0(\Omega)\) onto \(W^{-1,q}(\Omega)\) for all \(2 < q < Q\), and we have the respective norm estimate. The right hand side of (2.5) is in \(W^{-1,q}(\Omega)\) so the solution satisfies \(y_r \in W^{1,q}_0(\Omega)\) and

\[
\|y_r\|_{W^{1,q}_0(\Omega)} \leq C\|Ay_r\|_{W^{-1,q}(\Omega)} \leq C\max(0, -f - u) \vartheta(y_r) + f + u\|_{W^{-1,q}(\Omega)} \\
\leq C\|f + u\|_{W^{-1,q}(\Omega)}.
\]

Thus for a sequence \(\tau_k \to 0\), \((y_{\tau_k})_{k \in \mathbb{N}}\) is uniformly bounded in \(W^{1,q}_0(\Omega)\) and therefore contains a weakly convergent subsequence with limit \(\hat{y} \in W^{1,q}_0(\Omega)\). Following the arguments in [35], we find that the limit satisfies the variational inequality, i.e. \(\hat{y} = y(u)\). The uniqueness of this solution implies the weak convergence of the full sequence. The weak lower semi-continuity of the norm implies

\[
\|y(u)\|_{W^{1,q}_0(\Omega)} \leq \liminf\{\|y_{\tau_k}\|_{W^{1,q}_0(\Omega)} \mid k \in \mathbb{N}\} \leq C\|f + u\|_{W^{-1,q}(\Omega)}.
\]

In the rest of this paper we assume that \(\Omega\) is a Lipschitz domain in \(\mathbb{R}^2\) and that \(q \in (2, Q)\), with \(Q > 2\) from Proposition 2.1. In this way, \(W^{1,q}_0(\Omega)\) embeds into \(C(\Omega)\), and thus an optimal control problem with objective \(J : C(\Omega) \times L^2(\Omega) \to \mathbb{R}\) can be treated. Since \(L^2(\Omega) \cong L^2(\Omega)^* \subset W^{-1,q}(\Omega)\), we can consider the solution operator as a mapping \(y : L^2(\Omega) \to W^{1,q}_0(\Omega)\).

We analyze optimal control problems with point-tracking of the state variable \(y\) in the objective, and with the constraint (2.2) as well as optional \(L^2(\Omega)\)-box-constraints on the control variable \(u\), i.e.,

\[
\text{Minimize } J(y, u) = \frac{1}{2} \sum_{w \in I} (y(w) - y_w)^2 + \frac{\nu}{2} \|u\|_{L^2(\Omega)}^2
\]

(2.6a)

over \((y, u) \in W^{1,q}_0(\Omega) \times L^2(\Omega)\),

(2.6b)

subject to (s.t.) \(y = y(u)\) solves (2.2),

(2.6c)

\(u \in U_{ad} = \{u \in L^2(\Omega) \mid a \leq u \leq b \text{ a.e. in } \Omega\}\),

(2.6d)

where \(w\) denotes a tracking point in a finite set \(I \subset \Omega\), \(y_w \in \mathbb{R}\) is a desired (or measured) value of the state \(y\) at \(w\), \(\nu > 0\) is the cost of the control, \(f \in L^2(\Omega)\), and the bounds \(a, b \in L^2(\Omega)\) satisfy \(a < b\) almost everywhere in \(\Omega\), or \(a = -\infty\) and \(b = \infty\). The function evaluation of \(y \in W^{1,q}_0(\Omega)\) in \(w\) is also denoted by \((\delta_w, y)_{W^{-1,q}(\Omega)}\), where \(\delta_w \in W^{-1,q_0}(\Omega) = (W^{1,q}_0(\Omega))^*\) with \(q_0 = \frac{q}{q-1}\). The
objective functional $J : W^{1,q}_0(\Omega) \times L^2(\Omega) \to \mathbb{R}$ is continuous and convex, and thus weakly lower semi-continuous. In its reduced form, the control problem reads

$$\text{Minimize } \hat{J}(u) = \frac{1}{2} \sum_{w \in I} |y(u)(w) - y_w|^2 + \frac{\nu}{2} \|u\|^2_{L^2(\Omega)} \text{ over } u \in U_{ad}. \quad (2.7)$$

**Remark 2.2.** The differential operator $A$ is a topological isomorphism from $W^{1,q}_0(\Omega)$ into $W^{-1,q}(\Omega)$ according to the proof of Proposition 2.1. We denote the adjoint of $A$ by $A^* : W^{-1,q}_0(\Omega) \to W^{1,q}_0(\Omega)$, and $a : W^{1,q}_0(\Omega) \times W^{1,q}_0(\Omega) \to \mathbb{R}$ is the bilinear form induced by $A$. Note that $\hat{a} : W^{1,q}_0(\Omega) \to \mathbb{R}, \hat{a}(v) := a(v, v)$ is convex and continuous, and thus weakly lower semi-continuous.

**Remark 2.3.** In the case of increased regularity, $a, b, f \in L^p(\Omega)$ for $p \geq 2$, \cite[Thm.II.1]{15} yields that $Ay \in L^p(\Omega)$ and $\|Ay\|_{L^p(\Omega)}$ can be bounded by $\|f + u\|_{L^p(\Omega)}$ (see \cite[Rem.II.2]{15}). In particular, the slack variable $\xi$ satisfies $\xi = Ay - u - f \in L^p(\Omega)$. Furthermore, if $u + f \in L^\infty(\Omega)$, then \cite[Rem.2.6]{48} yields Hölder continuity of $y : L^2(\Omega) \to W^{1,q}_0(\Omega)$ (or as a mapping to a more regular space, depending on the domain $\Omega$) with exponent $\frac{1}{2}$.

The following lemma serves as a tool to prove solvability of the model problem (2.6).

**Lemma 2.4.** Let $f \in L^2(\Omega)$. If $u_k \rightharpoonup \tilde{u} \text{ in } L^2(\Omega)$, then $(y(u_k))_{k \in \mathbb{N}}$ has a subsequence converging weakly in $W^{1,q}_0(\Omega)$ to $y(\tilde{u})$.

**Proof.** The sequence $(u_k)_{k \in \mathbb{N}}$ is bounded owing to its weak convergence. We use the estimate in Proposition 2.1 to obtain the uniform boundedness of $(y(u_k))_{k \in \mathbb{N}}$ in $W^{1,q}_0(\Omega)$. Next we note that $(y_k)_{k \in \mathbb{N}}$ has a subsequence which converges weakly in $W^{1,q}_0(\Omega)$ to a limit $\hat{y} \in K \cap W^{1,q}_0(\Omega)$ due to the weak closedness of $K$. To complete the proof, insert the elements of this subsequence into the variational inequality (2.2) with control $u_k$ to show that the limit satisfies $\hat{y} = y(\tilde{u})$. \hfill \Box

Lemma 2.4 and a standard infimizing sequence (Weierstraß) argument now prove the following result.

**Proposition 2.5.** Problem (2.7) has a solution.

For $u \in U_{ad}$ of (2.7) we define $y = y(u)$ and $\xi = Ay - u - f \in L^2(\Omega)$. The set $\{ x \in \Omega \mid y(x) = 0 \}$ is called Active set, its complement $\{ x \in \Omega \mid y(x) > 0 \}$ is called Inactive set, and the set $\{ x \in \Omega \mid \xi(x) = 0 \text{ a.e. and } y(x) = 0 \}$ is called biactive set.

For the derivation of a stationarity system for (2.6) we next study a penalized version of the problem.

### 2.2 Penalized variational inequality

The variational inequality (2.2) can be approximated by the semi-linear partial differential equation

$$Ay - \gamma \max(0, -y) = u + f \quad \text{in } H^{-1}(\Omega), \quad (2.8)$$
which is the first order optimality condition of the problem

\[
\text{Minimize } \frac{1}{2} (Ay, y)_{H^{-1}(\Omega)} - (u + f, y)_{L^2(\Omega)} + \frac{\gamma}{2} \| \max(0, -y) \|_{L^2(\Omega)}^2 \text{ over } y \in H^1_0(\Omega). \tag{2.9}
\]

Above, \( \gamma > 0 \) is given and \( \max(0, \cdot) \) is understood in the pointwise a.e. sense. Equation (2.8) has a unique solution \( y^\text{max}_\gamma(u) \in H^1_0(\Omega) \). According to [21, Thm. 3.1] it holds for all \( u \in L^2(\Omega) \) that

\[
y^\text{max}_\gamma(u) \to y(u) \text{ in } H^1_0(\Omega) \text{ as } \gamma \to \infty. \tag{2.10}
\]

In a smoothed version of (2.8), the \( \max(0, \cdot) \)-operator is approximated by a \( C^1 \)-function \( \max_\epsilon(0, \cdot) \), which depends on a parameter \( \epsilon > 0 \), such that

\[
\max_\epsilon(0, \cdot) \to \max(0, \cdot) \text{ pointwise a.e., as } \epsilon \to 0.
\]

For now we consider the local variant from [29, Eq. (2.4)], i.e.

\[
\max_\epsilon(0, t) = \begin{cases} 
\frac{t^2}{4\epsilon} + \frac{t}{2} + \frac{\epsilon}{4} & \text{if } t \geq \epsilon, \\
0 & \text{if } t \in (-\epsilon, \epsilon), \\
0 & \text{if } t \leq -\epsilon.
\end{cases} \tag{2.11}
\]

The smoothed penalized constraint then reads

\[
Ay - \gamma \max_\epsilon(0, -y) = u + f \quad \text{in } H^{-1}(\Omega). \tag{2.12}
\]

**Proposition 2.6** (Solution operator of the semi-linear equation (2.12)). For \( \gamma, \epsilon > 0, \varphi \in L^2(\Omega) \), the linear \( H^1_0(\Omega) \)-elliptic partial differential operator \( A \) as defined in (2.1) and \( \max_\epsilon \) from (2.11), the equation

\[
Ay - \gamma \max_\epsilon(0, -y) = \varphi \tag{2.13}
\]

admits a unique solution \( \tilde{y} \in W^{1,q}_0(\Omega) \). Furthermore there exists a constant \( C > 0 \) such that the following estimate holds true:

\[
\max \left\{ \gamma \| \max_\epsilon(0, -\tilde{y}) \|_{L^2(\Omega)}, \| \tilde{y} \|_{W^{1,q}_0(\Omega)} \right\} \leq C (\| \varphi \|_{L^2(\Omega)} + \gamma \epsilon),
\]

from some constant \( C = C(\Omega) > 0 \) which is independent of \( \gamma \) and \( \epsilon \).

**Proof.** To analyze the solvability of the semi-linear equation (2.12), we define \( \psi_\epsilon : H^1_0(\Omega) \to \mathbb{R} \) via

\[
\psi_\epsilon(y) = \int_\Omega \int_0^y(x) \max_\epsilon(0, -s) ds \, dx.
\]

This mapping is monotone and bounded from below, and its derivative reads

\[
\frac{d}{dy} \psi_\epsilon(y) \cdot \phi = -\int_\Omega \max_\epsilon(0, -y) \phi \, dx.
\]
Now equation (2.12) can be interpreted as the optimality system of the problem

\[ \min F(y) := \frac{1}{2} \langle Ay, y \rangle_{H^{-1}(\Omega)} - \langle \varphi, y \rangle_{H^{-1}(\Omega)} + \gamma \psi(y) \text{ over } y \in H^1_0(\Omega), \]  

which has a unique solution \( \tilde{y} \), because \( F \) is strictly convex and coercive in \( H^1_0(\Omega) \). For all \( \epsilon \geq 0 \), it holds that \( \max(0, -\tilde{y}) \in H^1(\Omega) \). Therefore the function \( \tilde{y} \) can be interpreted as a solution to the linear elliptic equation \( Ay = \tilde{f} \) with the right hand side \( \tilde{f} = \gamma \max(0, -\tilde{y}) + \varphi \in L^2(\Omega) \). According to the proof of Proposition 2.1 this yields that \( \tilde{y} \in W^{1, q}_0(\Omega) \) and

\[ \| \tilde{y} \|_{W^{1, q}_0(\Omega)} = \| A^{-1}(\gamma \max(0, -\tilde{y}) + \varphi) \|_{W^{1, q}_0(\Omega)} \leq C(\| \gamma \max(0, -\tilde{y}) \|_{L^2(\Omega)} + \| \varphi \|_{L^2(\Omega)}), \]  

where \( A^{-1} \) denotes the solution operator associated with \( Av = \tilde{f}, v \in W^{1, q}_0(\Omega) \). Next, we establish the bound on \( \| \gamma \max(0, -\tilde{y}) \|_{L^2(\Omega)} \). The semi-linear partial differential equation (2.13) holds in \( W^{1, q}_0(\Omega) \) and, owing to \( \tilde{f} = \gamma \max(0, -\tilde{y}) + \varphi \in L^2(\Omega) \), even in \( L^2(\Omega) \).

Since \( \max(0, -\tilde{y}) \in H^1_0(\Omega) \) and applying Green’s theorem we get from (2.13)

\[ \gamma \| \max(0, -\tilde{y}) \|_{L^2(\Omega)}^2 \leq \gamma \int_{\Omega} \max(0, -\tilde{y}) \max(0, -\tilde{y}) \, dx \]
\[ = - \int_{\Omega} g(x) \nabla \tilde{y}(x)^T (a_{ij}(x)) \nabla \tilde{y}(x) \, dx - \int_{\Omega} \varphi \max(0, -\tilde{y}) \, dx, \]

where we also use that \( 0 \leq \max(0, -\tilde{y}) \leq \max(0, -\tilde{y}) \) a.e. in \( \Omega \). Here, \( 0 \leq g(x) \in \partial \max(0, -\tilde{y}(x)) \) for a.e. \( x \in \Omega \), where \( \partial \) denotes the subdifferential from convex analysis, cf. [14, Prop.6.45]. The positive definiteness of \( (a_{ij}) \) a.e. in \( \Omega \) and Hölder’s inequality then yield

\[ \gamma \| \max(0, -\tilde{y}) \|_{L^2(\Omega)} \leq \| \varphi \|_{L^2(\Omega)}. \]  

Next we observe that

\[ \| \max(0, -\tilde{y}) \|_{L^2(\Omega)} \leq \| \max(0, -\tilde{y}) \|_{L^2(\Omega)} + \| \max(0, -\tilde{y}) - \max(0, -\tilde{y}) \|_{L^2(\Omega)} \]
\[ \leq \gamma^{-1} \| \varphi \|_{L^2(\Omega)} + \epsilon |\Omega|^{1/2}. \]

From (2.13) we consequently obtain

\[ \| \tilde{y} \|_{W^{1, q}_0(\Omega)} \leq C(\| \varphi \|_{L^2(\Omega)} + \gamma \epsilon) \]

from some constant \( C = C(\Omega) > 0 \) which is independent of \( \gamma \) and \( \epsilon \). \[ \square \]

As in [29] we invoke the following assumption on \( \gamma \) and \( \epsilon \), and we denote the solution operator of (2.12) with \( \epsilon = \epsilon(\gamma) \) by \( y_\gamma : L^2(\Omega) \to H^1_0(\Omega) \).

**Assumption 2.7.** For each \( \gamma > 0 \), let \( \epsilon(\gamma) > 0 \) be given such that \( \lim_{\gamma \to \infty} \gamma \epsilon(\gamma) = 0 \).
Theorem 2.8. Let \((u_k)_{k \in \mathbb{N}}\) be a sequence in \(U_{ad}\) converging weakly in \(L^2(\Omega)\) to \(\bar{u} \in U_{ad}\). Assume furthermore that \((\gamma_k)_{k \in \mathbb{N}} \subset \mathbb{R}^+\) with \(\gamma_k \to \infty\) and let \(\epsilon_k = \epsilon(\gamma_k)\) satisfy Assumption 2.7. By \(y_k = y_{\gamma_k}(u_k)\) and \(\bar{y} = y(\bar{u})\) we denote the solution of the smoothed penalized equation (2.12) and the variational inequality (2.2), respectively. For each \(k \in \mathbb{N}\) we define \(\xi_k := \gamma_k \max_{\epsilon_k}(0, -y_k)\) and set \(\tilde{\xi} := A\bar{y} - \bar{u} - f\). Then there exists a subsequence of \((\xi_k)_{k \in \mathbb{N}}\) and \((y_k)_{k \in \mathbb{N}}\) (denoted the same) such that for \(k \to \infty\),
\[
\xi_k \to \tilde{\xi} \quad \text{in } L^2(\Omega), \quad y_{\gamma_k}(u_k) \to y(\bar{u}) \quad \text{in } W^1_0(\Omega).
\]

Proof. Theorem 2.3 in [29] provides the strong convergence \(y_k \to \bar{y}\) in \(H^1_0(\Omega)\). The uniform boundedness of the weakly convergent sequence \((\|u_k\|_{L^2(\Omega)})_{k \in \mathbb{N}}\), together with Proposition 2.6 and the boundedness of the product \(\gamma_k \epsilon_k\), yields a uniform bound on \(\|\xi_k\|_{L^2(\Omega)}\), and thus a subsequence converging weakly to the limit \(\xi = A\bar{y} - \bar{u} - f\) in \(L^2(\Omega)\). Owing to the compact embedding of \(L^2(\Omega)\) into \(W^{-1,q}(\Omega)\), this convergence and also the convergence of \((u_k)_{k \in \mathbb{N}}\) is strong in \(W^{-1,q}(\Omega)\). The continuity of \(A^{-1} : W^{-1,q}(\Omega) \to W^{1,q}_0(\Omega)\) (see Remark 2.2) then implies strong convergence of the subsequence \((y_k)_{k \in \mathbb{N}}\) in \(W^{1,q}_0(\Omega)\).

2.3 Penalized optimal control problem with smoothed objective

We define the smoothed penalized optimal control problem with smoothed objective as follows:

\[
\begin{align*}
\text{Minimize } & \ J_r(y, u) = \sum_{w \in I} \frac{1}{2|B_r(w)|} \| y - y_w \|_{L^2(B_r(w))}^2 + \frac{r}{2} \| u \|_{L^2(\Omega)}^2, \\
\text{over } & \ (y, u) \in H^1_0(\Omega) \times U_{ad}, \\
\text{s.t. } & \ Ay - \gamma \max(0, -y) = u + f \quad \text{in } H^{-1}(\Omega),
\end{align*}
\]

where \(r > 0\) is sufficiently small and \(B_r(w) = \{ x \in \Omega | |x - w| < r\}\). For each \(r > 0\), \(J_r\) is weakly lower semi-continuous. The smoothing of the objective in the sense of (2.17a) is used below in order to establish a suitable stationarity system for (2.6). In this section, we show that the averaged smooth-penalty scheme (2.17) is consistent with the optimal control problem (2.6) in the sense of Theorem 2.11 below.

Proposition 2.9. For all \(\gamma > 0, \epsilon > 0\) and \(r > 0\), problem (2.17) has a solution.

Proof. The functional \(J_r\) is bounded from below. Therefore the set
\[
\{ J_r(y, u) \mid (y, u) \in H^1_0(\Omega) \times U_{ad} \text{ solving (2.17c)} \}
\]
has an infimum denoted by \(j\), and we can choose an infimizing sequence \((y_k, u_k)_{k \in \mathbb{N}}\) with limit \(\lim_{k \to \infty} J_r(y_k, u_k) = j\). The sequence \((u_k)_{k \in \mathbb{N}}\) is uniformly bounded in \(L^2(\Omega)\) and therefore contains a subsequence, which we also denote by \((u_k)\), with weak limit \(u \in U_{ad}\). Together with \((\|u_k\|_{L^2(\Omega)})_{k \in \mathbb{N}}\), by Proposition 2.6, the sequence \((\|y_k\|_{W^{1,q}_0(\Omega)})_{k \in \mathbb{N}}\) is bounded. By the continuous embedding of
$W^{1,q}_0(\Omega)$ into $H^1_0(\Omega)$. $\left(\|y_k\|_{H^1_0(\Omega)}\right)_{k \in \mathbb{N}}$ is also bounded and thus contains a weakly convergent subsequence with limit $y \in H^1_0(\Omega)$. The limiting pair $(\bar{y}, \bar{u})$ is feasible for problem (2.17). The weak lower semi-continuity of the objective $J_r$ finally implies

$$j = \liminf\{J_r(y_k, u_k) | k \in \mathbb{N}\} \geq J_r(\bar{y}, \bar{u}).$$

**Lemma 2.10.** Let the sequence $(r_k)_{k \in \mathbb{N}} \subset \mathbb{R}^{>0}$ converge to zero and $(G_k)_{k \in \mathbb{N}} \subset C^0(\bar{\Omega})$ converge to $G$ in $C^0(\bar{\Omega})$. Then for every $w \in \Omega$,

$$\frac{1}{|B_{r_k}(w)|} \int_{B_{r_k}(w)} G_k(x) \, dx \to G(w).$$

**Proof.** For every $k \in \mathbb{N}$, we define the mapping

$$F_k : C^0(\bar{\Omega}) \to \mathbb{R}, \quad g \mapsto \frac{1}{|B_{r_k}(w)|} \int_{B_{r_k}(w)} g(x) \, dx,$$

which is linear and bounded and thus an element of the dual space $C^0(\bar{\Omega})^*$. Every point $w \in \Omega$ is a Lebesgue point of the continuous function $g \in C^0(\bar{\Omega})$, i.e. for $k \to \infty$

$$\langle F_k, g \rangle_{C^0(\bar{\Omega})^*} = \frac{1}{|B_{r_k}(w)|} \int_{B_{r_k}(w)} g(x) \, dx \to g(w) = \langle \delta_w, g \rangle_{C^0(\bar{\Omega})^*}.$$

From this we conclude $F_k \to^* \delta_w$ in $C^0(\bar{\Omega})^*$. Together with the strong convergence of $G_k$ in $C^0(\bar{\Omega})$, this yields the convergence of the product

$$\langle F_k, G_k \rangle_{C^0(\bar{\Omega})^*} \to \langle \delta_w, G \rangle_{C^0(\bar{\Omega})^*} = G(w).$$

In order to formulate the central theorem on consistency in this section, we denote a solution of the smoothed penalized problem (2.17) with parameters $(\gamma, \epsilon, r)$ by $(y_k, u_k)$.

**Theorem 2.11.** Assume that $(\gamma_k)_{k \in \mathbb{N}}, (r_k)_{k \in \mathbb{N}} \subset \mathbb{R}^{>0}$ converge to zero and let $\epsilon_k = \epsilon(\gamma_k)$ satisfy Assumption 2.7. Then there exists a subsequence of $(y_k, u_k)_{k \in \mathbb{N}}$ (denoted the same) and a solution $(\bar{y}, \bar{u})$ of the original problem (2.7) such that

$$y_k \to \bar{y} \quad \text{in} \quad W^{1,q}_0(\Omega), \quad u_k \to \bar{u} \quad \text{in} \quad L^2(\Omega).$$

**Proof.** We choose $\bar{u} \in U_{ad}$ and denote the solution of the semi-linear equation (2.17c) with $\gamma = \gamma_k$ and $\epsilon = \epsilon_k$ by $y_{\gamma_k}(\bar{u})$ for all $k \in \mathbb{N}$. Proposition 2.6 together with Assumption 2.7, yields a bound on $(\|y_{\gamma_k}(\bar{u})\|_{W^{1,q}_0(\Omega)})_{k \in \mathbb{N}}$ that does not depend on $k \in \mathbb{N}$, and we can estimate

$$\frac{\alpha}{2} \|u_k\|_{L^2(\Omega)}^2 \leq J_{r_k}(y_k, u_k) \leq J_{r_k}(y_{\gamma_k}(\bar{u}), \bar{u}) \leq C.$$

The uniform boundedness of $(u_k)_{k \in \mathbb{N}}$ in $L^2(\Omega)$ thus yields a subsequence, still denoted by $(u_k)_{k \in \mathbb{N}}$, with weak limit $\bar{u} \in U_{ad}$. Theorem 2.8 then yields the strong convergence of a (sub-)subsequence.
Proof. For is regular in the sense of \([51]\). Derivative Lemma 3.1. purpose we have to check the associated constraint qualification, i.e. regularity of a solution. For the derivation of a first order optimality system for \((2.17)\) we apply \([51, \text{ Thm. 3.1}]\). For this 3 Derivation of stationarity conditions
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\((y_k)_{k \in \mathbb{N}}\) to the solution \(\tilde{y} = y(\tilde{u})\) of \((2.2)\) in \(W^{1,q}(\Omega)\). To prove optimality of the limiting pair \((\tilde{y}, \tilde{u})\), let \((y^*, u^*)\) denote a solution of problem \((2.7)\). Using Lemma \([2.10\) for the first term in \(J_{rk}(y_{\gamma_k}(u^*), u^*)\), as \(y_{\gamma_k}(u^*) \rightarrow y(u^*)\) in \(C^0(\overline{\Omega})\) by Theorem \([2.8\) and the embedding of \(W^{1,q}_0(\Omega)\) into \(C^0(\overline{\Omega})\), we observe that

\[
\liminf_{k \to \infty} J_{rk}(y_{\gamma_k}(u^*), u^*) = \lim_{k \to \infty} J_{rk}(y_{\gamma_k}(u^*), u^*) = J(y^*, u^*) = J(y^*, u^*).
\]

Furthermore, with the weak lower semi-continuity of the second term in \(J_{rk}(y_k, u_k)\), and the same arguments for the first term, we note that

\[
\liminf_{k \to \infty} J_{rk}(y_k, u_k) \geq J(\tilde{y}, \tilde{u}).
\]

Now we exploit the optimality of \((y_k, u_k)\) with respect to the objective \(J_{rk}\) as well as the feasibility of \((y_{\gamma_k}(u^*), u^*)\) for the smoothed penalized problem to derive \(J_{rk}(y_k, u_k) \leq J_{rk}(y_{\gamma_k}(u^*), u^*)\) for all \(k \in \mathbb{N}\). Altogether it holds that

\[
J(\tilde{y}, \tilde{u}) \leq \liminf_{k \to \infty} J_{rk}(y_k, u_k) \leq \liminf_{k \to \infty} J_{rk}(y_{\gamma_k}(u^*), u^*) = J(y^*, u^*).
\]

3 Derivation of stationarity conditions

3.1 Optimal system for the smoothed penalized problem

For the derivation of a first order optimality system for \((2.17)\) we apply \([51, \text{ Thm. 3.1}]\). For this purpose we have to check the associated constraint qualification, i.e. regularity of a solution.

Lemma 3.1. Every feasible point \((y_k, u_k) \in H^1_0(\Omega) \times L^2(\Omega)\) of \((2.17)\) with parameters \(\gamma_k, \epsilon_k \in \mathbb{R}^{>0}\) is regular in the sense of \([51]\).

Proof. For \((y, u) \in \mathcal{X} := H^1_0(\Omega) \times L^2(\Omega)\), define \(g(y, u) = Ay - \gamma_k \max_{\epsilon_k}(0, -y) - u - f\) with Fréchet derivative

\[
g'(y_k, u_k)(y, u) = Ay + \gamma_k \max'_{\epsilon_k}(0, -y_k)y - u.
\]

We formulate \((2.17)\) as \(g(y, u) \in \{0\} \subset H^{-1}(\Omega)\) and, according to \([51, \text{ Equ. (1.4)}]\), have to show that

\[
g'(y_k, u_k)\mathcal{C}(y_k, u_k) = H^{-1}(\Omega),
\]

where \(\mathcal{C}(y_k, u_k) := \{t((y, u) - (y_k, u_k)) | t \geq 0, (y, u) \in H^1_0(\Omega) \times U_{ad}\}\). Note that the definitions of \(A\) and \(\max_{\epsilon_k}\) in \((2.1)\) and \((2.11)\) yield immediately that \(g'(y_k, u_k)\mathcal{C}(y_k, u_k) \subset H^{-1}(\Omega)\). Furthermore, the operator \(g'(y_k, u_k) : \mathcal{C}(y_k, u_k) \rightarrow H^{-1}(\Omega)\) is surjective, because for any given \(\phi \in H^{-1}(\Omega)\), we can choose \(u = u_k \in U_{ad}\) and \(y = \tilde{y} + y_k \in H^1_0(\Omega)\), where \(\tilde{y}\) is the solution of the linear elliptic partial differential equation \(Ay + \gamma_k \max_{\epsilon_k}(0, -y_k)y = \phi\). Then with \(t = 1, (\tilde{y}, 0) \in \mathcal{C}(y_k, u_k)\) and \(g'(y_k, u_k)(\tilde{y}, 0) = \phi\). \(\square\)
As a consequence of \cite[Thm. 3.1]{51} and Lemma \cite[3.1]{12} we obtain stationarity conditions for the smoothed penalized problem \eqref{eq:2.17} as stated in the next proposition.

**Proposition 3.2.** If \((y_k, u_k) \in H^1_0(\Omega) \times U_{ad}\) with \(U_{ad} \neq L^2(\Omega)\) is optimal for problem \eqref{eq:2.17} with parameters \((\gamma_k, \epsilon_k, r_k) \in (\mathbb{R}^{>0})^3\), then there exists \(p_k \in H^1_0(\Omega)\) such that the following first order conditions hold:

\[
\begin{align*}
    u_k &= \frac{1}{\nu} p_k + \left( a - \frac{1}{\nu^2} p_k \right)_+ - \left( \frac{1}{\nu^2} p_k - b \right)_+ \quad \text{in } L^2(\Omega), \\
    A^* p_k + \gamma_k \max_{\xi_k} (0, -y_k) p_k &= -\sum_{w \in I} \frac{1}{\nu^2} \text{B}_r(w)(y_k - y_w) \chi_{B_r(w)} \quad \text{in } H^{-1}(\Omega).
\end{align*}
\]  

If \(U_{ad} = L^2(\Omega)\), then \((3.2a)\) is replaced by \(u_k = \frac{1}{\nu} p_k\).

**Remark 3.3.** We introduce the variable \(\sigma_k = \nu u_k - p_k \in L^2(\Omega)\), which can be decomposed as \(\sigma_k = \sigma_{ak} - \sigma_{bk}\) with \(\sigma_{ak} = \max(0, \sigma_k)\) and \(\sigma_{bk} = -\min(0, \sigma_k)\) pointwise almost everywhere. Then the following conditions are equivalent to \((3.2a)\):

\[
\begin{align*}
    (\nu u_k, u - u_k)_{L^2(\Omega)} - (p_k, u - u_k)_{L^2(\Omega)} &\geq 0 \quad \forall u \in U_{ad}, \\
    u_k &= \Pi_{U_{ad}} \left( \frac{1}{\nu} p_k \right), \\
    u_k &\in U_{ad}, \quad \sigma_{ak} \geq 0, \quad \sigma_{bk} \geq 0, \quad \sigma_{ak}(a - u_k) = \sigma_{bk}(b - u_k) = 0.
\end{align*}
\]

Here \(\Pi_{U_{ad}}\) denotes the \(L^2(\Omega)\)-projection into the closed convex set \(U_{ad}\).

### 3.2 Stationarity system for the optimal control problem

Borrowing terminology from \cite{28}, next we define the stationarity concept which is relevant in our context.

**Definition 3.4** (Limiting \(\varepsilon\)-almost C-stationarity). We call \((y, u, \xi) \in W^{1,q}_0(\Omega) \times U_{ad} \times W^{-1,q}(\Omega), U_{ad} \neq L^2(\Omega)\) limiting \(\varepsilon\)-almost C-stationary for problem \eqref{eq:2.17} if \(y = y(u)\) solves the variational inequality \eqref{eq:2.2}, \(\xi\) is defined as \(\xi = Ay - u - f\), and if there exist \(p \in W^{1,q'}_0(\Omega)\), \(\lambda \in M_b(\Omega)\) and sequences \((p_k)_{k \in \mathbb{N}} \subset H^1_0(\Omega)\) with \(p_k \rightharpoonup p\) in \(W^{1,q'}_0(\Omega)\), and \((\lambda_k)_{k \in \mathbb{N}} \subset H^{-1}(\Omega)\) with \(\lambda_k \rightharpoonup^* \lambda\) in \(M_b(\Omega)\) such that the following conditions are satisfied,

\[
\begin{align*}
    u - \frac{1}{\nu} p - \left( a - \frac{1}{\nu^2} p \right)_+ + \left( \frac{1}{\nu^2} p - b \right)_+ &= 0 \quad \text{in } L^2(\Omega), \\
    \forall \psi \in W^{1,q}_0(\Omega) : \quad &\langle \psi, A^* p \rangle_{W^{1,q}_0(\Omega)} - \langle \psi, \lambda \rangle_{W^{-1,q}(\Omega)} + \sum_{w \in I} (y(w) - y_w) \psi(w) = 0, \\
    \langle \lambda, y \rangle_{W^{-1,q'}(\Omega)} &= 0, \\
    \forall \tau > 0 \quad &\exists E_\tau \subset \{y > 0\} \text{ such that } |\{y > 0\} \setminus E_\tau| < \tau \text{ and } \\
    \forall \varphi \in C^0(\Omega) : \quad &\varphi|_{\Omega \setminus E_\tau} = 0, \quad \langle \lambda, \varphi \rangle_{M_b(\Omega)} = 0, \quad \limsup \{\langle \lambda_k, p_k \rangle_{H^{-1}(\Omega)} | k \in \mathbb{N}\} \leq 0, \\
    \langle \xi, p \rangle_{W^{-1,q}(\Omega)} &= 0.
\end{align*}
\]
If \( U_{\text{ad}} = L^2(\Omega) \), then \((3.6a)\) is again replaced by \( u = \frac{1}{p} p \in W^{1,q}_0(\Omega) \).

**Theorem 3.5.** For each \( k \in \mathbb{N} \), let \( \gamma_k, \epsilon_k = \epsilon(\gamma_k), r_k > 0 \) be penalization and smoothing parameters which satisfy Assumption \(2.7\), where \( \gamma_k \to \infty \) and \( r_k \to 0 \).

Furthermore let \((y_k, u_k, p_k)\) be stationary for problem \((2.17)\) in the sense that the tuple is feasible and \((3.2a), (3.2b)\) hold, and assume that \( \| u_k \|_{L^2(\Omega)} \) is bounded.

Then there exist \((\tilde{y}, \tilde{u}, \tilde{\xi}, \tilde{\lambda})\) \( \in \) \( W^{1,q}_0(\Omega) \times L^2(\Omega) \times L^2(\Omega) \times H^1_0(\Omega) \times \mathcal{M}_b(\overline{\Omega}) \) and a subsequence (also denoted by index \( k \)) such that

\[
\begin{align*}
y_k \to \tilde{y} & \quad \text{in} \; W^{1,q}_0(\Omega), \quad (3.7a) \\
u_k \to \tilde{u} & \quad \text{in} \; L^2(\Omega), \quad (3.7b) \\
\xi_k := \gamma_k \max_{\epsilon_k}(0, -y_k) \to \tilde{\xi} & \quad \text{in} \; L^2(\Omega), \quad (3.7c) \\
p_k \to \tilde{p} & \quad \text{in} \; H^1_0(\Omega), \quad (3.7d) \\
\lambda_k := -\gamma_k \max_{\epsilon_k}(0, -y_k)p_k \to ^* \tilde{\lambda} & \quad \text{in} \; C^0(\overline{\Omega}^*), \quad (3.7e)
\end{align*}
\]

and \((\tilde{y}, \tilde{u}, \tilde{\xi})\) is a limiting \( \varepsilon \)-almost C-stationary point for problem \((2.6)\) with multipliers \( \tilde{p}, \tilde{\lambda} \).

**Proof.** **Convergence and feasibility of** \( y_k, u_k, \xi_k \) **and** \( p_k \). Theorem \(2.8\) yields the assertions for \( y_k \) and \( \xi_k \). Testing the adjoint equation with \( p_k \in H^1_0(\Omega) \), we obtain a uniform bound on \( \| p_k \|_{H^1_0(\Omega)} \) as follows,

\[
C \| p_k \|_{H^1_0(\Omega)}^2 \leq \langle p_k, A^* p_k \rangle_{H^{-1}(\Omega)}
= -\gamma_k \int_{\Omega} \max_{\epsilon_k}(0, -y_k)p_k^2 \, dx - \sum_{w \in I} \frac{1}{|B_{r_k}(w)|} \int_{B_{r_k}(w)} (y_k - y_w)p_k \, dx
\leq C \left( \text{card}(I) \| y_k \|_{L^\infty(\Omega)} + \sup \{|y_w| \mid w \in I\} \right) \| p_k \|_{L^2(\Omega)}.
\]

The weak convergence of a subsequence of \((u_k)_{k \in \mathbb{N}}\) in \( L^2(\Omega) \) follows from the boundedness of the operator \((\cdot)_+ : L^2(\Omega) \to L^2(\Omega) \). Note that if \( a, b \in H^1(\Omega) \), and \( a|_{\partial \Omega} < 0 < b|_{\partial \Omega} \), then we have convergence along a subsequence in \( H^1_0(\Omega) \).

**Convergence of** \( \lambda_k \). For \( \delta > 0 \) we define the function

\[
\rho_\delta : \mathbb{R} \to \mathbb{R}, \quad \rho_\delta(p) = \begin{cases} -1 & \text{for} \; p < -\delta, \\ \frac{\delta}{p} & \text{for} \; p \in [-\delta, \delta], \\ 1 & \text{for} \; p > \delta, \end{cases}
\]

and note that \( \lim_{\delta \to 0^+} \rho_\delta(p) = \text{sign}(p) \) for all \( p \in \mathbb{R} \). Furthermore, \( \rho_\delta(p_k) \in H^1_0(\Omega) \cap L^\infty(\Omega) \) is a feasible test function for the adjoint equation \((3.2b)\), yielding

\[
\langle A^* p_k, \rho_\delta(p_k) \rangle_{H^{-1}(\Omega)} + \gamma_k \int_{\Omega} \max_{\epsilon_k}(0, -y_k)p_k \rho_\delta(p_k) \, dx
= - \sum_{w \in I} \frac{1}{|B_{r_k}(w)|} \int_{B_{r_k}(w)} (y_k - y_w) \rho_\delta(p_k) \, dx \leq \text{card}(I) \| y_k \|_{L^\infty(\Omega)} + \sup \{|y_w| \mid w \in I\} \leq C.
\]
Furthermore we observe that
\[ \langle A^*p_k, \rho_\delta(p_k) \rangle_{H^{-1}(\Omega)} \geq C \int_\Omega \rho'(p_k) |\nabla p_k|^2 \, dx \geq 0. \]
This yields the uniform boundedness of \( \gamma_k \int_\Omega \max_{\epsilon_k}'(0,-y_k)p_k \rho_\delta(p_k) \, dx \geq 0 \). Sending \( \delta \to 0 \), we obtain the bound
\[ \| \lambda_k \|_{L^1(\Omega)} = \int_\Omega |\lambda_k| \, dx = \lim_{\delta \to 0} \int_\Omega \gamma_k \max_{\epsilon_k}'(0,-y_k)p_k \rho_\delta(p_k) \, dx \leq C. \quad (3.8) \]
The embedding of \( L^1(\Omega) \) into \( M_b(\bar{\Omega}) = C^0(\bar{\Omega})^* \) and the Banach-Alaoglu theorem then provides the existence of a subsequence converging weakly* to \( \tilde{\lambda} \in M_b(\bar{\Omega}) \). Note that because of the embedding of \( W_0^{1,q}(\Omega) \) into \( C^0(\bar{\Omega}) \), the subsequence also converges weakly in \( W^{-1,q'}(\Omega) \) and \( (\lambda_k)_{k \in \mathbb{N}} \) is bounded in this space.

**Adjoint equation** \((3.6b)\) for \( \tilde{y}, \tilde{p}, \tilde{\lambda} \). Since \( p_k \rightharpoonup \tilde{p} \) in \( W_0^{1,q}(\Omega) \supseteq H_0^1(\Omega) \), so by the properties of \( A \) we have \( A^*p_k \rightharpoonup A^*\tilde{p} \) in \( W^{-1,q'}(\Omega) \). If \( \varphi \in C^0(\bar{\Omega}) \), then \( \sum_{w \in I}(y_k - w) \varphi \rightharpoonup \sum_{w \in I}(\tilde{y} - w) \varphi \) in \( C^0(\bar{\Omega}) \) and by Lemma 2.10,
\[
\sum_{w \in I} \frac{1}{|B_{r_k}(w)|} (y_k - w) \chi_{B_{r_k}(w)} \varphi \big|_{C^0(\bar{\Omega})^*} = \sum_{w \in I} \frac{1}{|B_{r_k}(w)|} \int_{B_{r_k}(w)} (y_k - w) \varphi \, dx 
\to \sum_{w \in I} (\tilde{y}(w) - w) \varphi(w).
\]
The embedding of \( C^0(\bar{\Omega})^* \) into \( W^{-1,q'}(\Omega) \) then gives
\[
\sum_{w \in I} \frac{1}{|B_{r_k}(w)|} (y_k - w) \chi_{B_{r_k}(w)} \varphi \big|_{C^0(\bar{\Omega})^*} \to \sum_{w \in I} (\tilde{y} - w) \delta_w \quad \text{in} \quad W^{-1,q'}(\Omega).
\]
Together with the weak convergence of \( \lambda_k \) in \( W^{-1,q'}(\Omega) \), this yields equation \((3.6b)\).

**Complementarity of \( \tilde{y} \) and \( \tilde{\lambda} \) \((3.6c)\).** From the convergence \( y_k \rightharpoonup \tilde{y} \) in \( W_0^{1,q}(\Omega) \) we infer that \( (y_k) \rightharpoonup (-\tilde{y}) = 0 \) in \( W_0^{1,q}(\Omega) \), so
\[
\langle \lambda_k, (y_k) \rangle_{W^{-1,q'}(\Omega)} \to \langle \tilde{\lambda}, 0 \rangle_{W^{-1,q'}(\Omega)} = 0.
\]
Furthermore we observe that
\[
|\langle \lambda_k, (y_k) \rangle_{W^{-1,q'}(\Omega)}| = \gamma_k \int_\Omega \max_{\epsilon_k}'(0,-y_k) |p_k|(y_k) \, dx \\
= \gamma_k \int_{\{0 \leq y_k \leq \epsilon_k\}} \max_{\epsilon_k}'(0,-y_k) |p_k| y_k \, dx + \gamma_k \int_{\{y_k > \epsilon_k\}} 0 \, dx \leq \gamma_k \epsilon_k \|p_k\|_{L^1(\Omega)},
\]
which converges to zero due to the boundedness of \( (p_k)_{k \in \mathbb{N}} \) in \( W_0^{1,q}(\Omega) \) and Assumption 2.7. So decomposing \( y_k = (y_k) + (-y_k) \), we get
\[
\langle \lambda_k, y_k \rangle_{W^{-1,q'}(\Omega)} = \langle \lambda_k, (y_k) \rangle_{W^{-1,q'}(\Omega)} - \langle \lambda_k, (-y_k) \rangle_{W^{-1,q'}(\Omega)} \to 0.
\]

We also have the convergence \( \langle \lambda_k, y_k \rangle_{W^{-1,q'}(\Omega)} \to \langle \tilde{\lambda}, \tilde{y} \rangle_{W^{-1,q'}(\Omega)} \), which yields the assertion \((3.6c)\).
Condition (3.6d). Let \((\delta_\ell)_{\ell \in \mathbb{N}} \subset \mathbb{R}^{>0}\) converge monotonically to zero and define \(M_\ell = \{0 < \tilde{y} < \delta_\ell\}\). For \(\ell_1 \geq \ell_2\), \(M_{\ell_1} \subset M_{\ell_2}\) and the intersection \(M = \bigcap_{\ell \in \mathbb{N}} \{0 < \tilde{y} < \delta_\ell\}\) is empty. Indeed, assume \(x \in M\). Then \(\forall \ell \in \mathbb{N}\), \(\tilde{y}(x) < \delta_\ell\) and thus \(\lim_{\ell \to \infty} \tilde{y}(x) \leq \lim_{\ell \to \infty} \delta_\ell = 0\). The feasibility of \(\tilde{y}\) for \((2.2)\) yields \(\tilde{y}(x) \geq 0\). But \(\tilde{y}(x) = 0\) is a contradiction to \(x \in M\). This implies that \(|M_\ell| \to 0\), and thus for an arbitrary \(\tau > 0\) there exists an index \(\ell(\tau)\) such that \(|M_{\ell(\tau)}| \leq \tau\). Hence \(E_\tau = \{\tilde{y} > 0\} \setminus M_{\ell(\tau)} = \{\tilde{y} \geq \delta_{\ell(\tau)}\}\) fulfills \(|{\tilde{y} > 0\} \setminus E_\tau| \leq \tau\), and \(\Omega \setminus E_\tau = \{\tilde{y} < \delta_{\ell(\tau)}\}\).

Let \(\varphi \in C^0(\bar{\Omega})\), \(\varphi|_{\{\tilde{y} < \delta_{\ell(\tau)}\}} = 0\). The weak* convergence of \(\lambda_k\) in \(M_\ell(\bar{\Omega})\) guarantees

\[
\langle \lambda_k, \varphi \rangle_{M_\ell(\bar{\Omega})} \to \langle \tilde{\lambda}, \varphi \rangle_{M_\ell(\bar{\Omega})}.
\]

For all \(k \in \mathbb{N}\), \(\lambda_k \in L^2(\Omega)\), so we can write the product on the left hand side as the integral

\[
\langle \lambda_k, \varphi \rangle_{M_\ell(\bar{\Omega})} = \int_{\{\tilde{y} \geq \delta_{\ell(\tau)}\}} \lambda_k \varphi \, dx.
\]

We use the strong convergence of \(y_k\) to \(\tilde{y}\) in \(C^0(\{\tilde{y} \geq \delta_{\ell(\tau)}\})\), which comes from the compact embedding of \(W_0^{1,q}(\Omega)\) into \(C^0(\bar{\Omega})\), to obtain an index \(c_1(\delta_{\ell(\tau)}) \in \mathbb{N}\) such that

\[
\|y_k - y\|_{C^0(\{\tilde{y} \geq \delta_{\ell(\tau)}\})} < \frac{\delta_{\ell(\tau)}}{2} \quad \forall k \geq c_1(\delta_{\ell(\tau)}).
\]

With a pointwise interpretation this yields for all \(x \in \{\tilde{y} \geq \delta_{\ell(\tau)}\}\) and \(k \geq c_1(\delta_{\ell(\tau)})\) that \(|\tilde{y}(x) - y_k(x)| < \frac{\delta_{\ell(\tau)}}{2}\), and so

\[
y_k(x) = |y_k(x)| - |\tilde{y}(x) - y_k(x)| > \delta_{\ell(\tau)} - \frac{\delta_{\ell(\tau)}}{2} = \frac{\delta_{\ell(\tau)}}{2}.
\]

Furthermore we use the convergence \(\epsilon_k \to 0\) and obtain another index \(c_2(\delta_{\ell(\tau)}) \in \mathbb{N}\) such that

\[
\forall k \geq c_2(\delta_{\ell(\tau)}), \quad \epsilon_k < \frac{\delta_{\ell(\tau)}}{2}.
\]

Then, for all \(x \in \{\tilde{y} \geq \delta_{\ell(\tau)}\}\) and \(k \geq \max\{c_1(\delta_{\ell(\tau)}), c_2(\delta_{\ell(\tau)})\}\), we have

\[
y_k(x) < \frac{\delta_{\ell(\tau)}}{2} < -\epsilon_k
\]

and therefore \(\max_{\epsilon_k}^c(0, -y_k(x)) = 0\). It follows that for \(k \geq \max\{c_1(\delta_{\ell(\tau)}), c_2(\delta_{\ell(\tau)})\}\), the integrand

\[
\lambda_k \varphi = -\gamma_k \max_{\epsilon_k}^c(0, -y_k)p_k \varphi,
\]

in \((3.9)\) is zero, and so the integral vanishes.

Sign condition (3.6e) for \(\limsup\{(\lambda_k, p_k)_{H^{-1}(\Omega)} | k \in \mathbb{N}\}\). For all \(k \in \mathbb{N}\),

\[
(\lambda_k, p_k)_{H^{-1}(\Omega)} = \left(-\gamma_k \max_{\epsilon_k}^c(0, -y_k)p_k, p_k\right)_{L^2(\Omega)} = \int_{\Omega} -\gamma_k \max_{\epsilon_k}^c(0, -y_k)p_k^2 \, dx \leq 0.
\]

This yields the assertion.
Complementarity \((\bar{p}, \bar{\xi})_{L^2(\Omega)} = 0\) \((3.6)\). The regularity of \(\bar{\xi} \in L^2(\Omega)\) allows us to consider the pairing \(\langle \bar{\xi}, \bar{p} \rangle_{W^{-1,q}(\Omega)}\) as an integral, whereas the fact that \(\bar{\xi}|_{\{\bar{y} = 0\}} = 0\) yields \(\bar{\xi} = \int_{\Omega} \bar{p} \chi_{\{\bar{y} = 0\}}\). A subsequence of the product \(\xi_k \chi_{\{\bar{y} = 0\}}\) converges weakly in \(L^2(\Omega)\) and thus strongly in \(W^{-1,q}(\Omega)\) to \(\tilde{\xi} \chi_{\{\bar{y} = 0\}}\). Consequently we have

\[
(\bar{p}, \bar{\xi})_{L^2(\Omega)} = \int_{\{\bar{y} = 0\}} \bar{p} \bar{\xi} \, dx = \lim_{k \to \infty} \int_{\{\bar{y} = 0\}} \xi_k p_k \, dx \quad (3.10)
\]

along a suitable subsequence. Next we split the integral on the right hand side as follows:

\[
\int_{\{\bar{y} = 0\}} \xi_k p_k \, dx = \int_{\{\bar{y} = 0\}} \xi_k p_k \chi_{\{|y_k| \leq \epsilon_k\}} \, dx + \int_{\{\bar{y} = 0\}} \xi_k p_k \chi_{\{|y_k| > \epsilon_k\}} \, dx \\
+ \int_{\{\bar{y} = 0\}} \xi_k p_k \chi_{\{|y_k| < -\epsilon_k\}} \, dx. \tag{3.11}
\]

In the same way as in \([29]\), the first integral converges to zero because

\[
\left\| \xi_k \chi_{\{|y_k| \leq \epsilon_k\}} \right\|_{L^2(\Omega)}^2 = \int_{\{|y_k| \leq \epsilon_k\}} \gamma_k^2 \left( \frac{y_k^2}{4 \epsilon_k} + \frac{y_k}{2} + \frac{\epsilon_k}{4} \right)^2 \, dx \leq |\Omega| (\gamma_k \epsilon_k)^2 \to 0
\]

and \(\|p_k\|_{L^2(\Omega)}\) is uniformly bounded. The second integral in \((3.11)\) is equal to zero for every \(k \in \mathbb{N}\) owing to the definition \(\xi_k = \gamma_k \max_{\epsilon_k} (0, -y_k)\) and the fact that \(\max_{\epsilon_k} (0, -y_k)\) is zero when \(-y_k \leq -\epsilon_k\). For the third integral in \((3.11)\) we use the definition of \(\xi_k\) and \(\lambda_k\) to obtain

\[
\xi_k p_k \chi_{\{|y_k| < -\epsilon_k\}} = \gamma_k \max_{\epsilon_k} (0, -y_k) p_k \chi_{\{|y_k| < -\epsilon_k\}} = -\lambda_k y_k \chi_{\{|y_k| < -\epsilon_k\}}
\]

and estimate

\[
\left| \int_{\{\bar{y} = 0\}} \xi_k p_k \chi_{\{|y_k| < -\epsilon_k\}} \, dx \right| \leq \|\lambda_k\|_{L^1(\Omega)} \left\| y_k \chi_{\{\bar{y} = 0\}} \right\|_{L^\infty(\Omega)}.
\]

The sequence \((\lambda_k)_{k \in \mathbb{N}}\) is bounded in \(L^1(\Omega)\) owing to \((3.8)\), and \(y_k \chi_{\{\bar{y} = 0\}}\) converges strongly in \(L^\infty(\Omega)\) to \(\bar{y} \chi_{\{\bar{y} = 0\}} = 0\). So the third integral in \((3.11)\) also vanishes for \(k \to \infty\), and the representation of \((\bar{p}, \bar{\xi})_{L^2(\Omega)}\) in \((3.10)\) yields the assertion. \(\square\)

This concludes our analysis of \((2.6)\). In the next section we study numerical aspects of solving \((2.6)\).

## 4 Primal-dual weighted error indicator

This section is devoted to the derivation of an a posteriori error indicator for (limiting \(\epsilon\)-almost) C-stationary points for problem \((2.6)\) with control constraints. We enhance the concept in \([10]\) and develop a localized a posteriori approximation for the error of a discrete approximate C-stationary point \((y_h, u_h)\) compared to the exact solution \((y, u)\) in the objective, i.e., we estimate the value

\[
|J(y_h, u_h) - J(y, u)|.
\]
Adaptivity in optimal control of a variational inequality

The structure of the resulting indicator is similar to the one in [27] and it contains primal and dual equations as well as complementarity mismatch terms for the state \(y\) and the slack variable \(\xi\). However, additional difficulties arise from the poor regularity of the dual equation, the occurrence of tracking points and the control constraints. We start by introducing an abstract discretization in Section 4.1 and derive a representation formula for the error in the objective in Section 4.2 cf. [4]. This formula is still flexible with respect to the choice of the finite element scheme. Finally, in Section 4.3, we apply our formula to a \(P^1\)-discretization.

4.1 Abstract discrete stationarity system

Assume that \(V_h \subset W_0^{1,q}(\Omega) \subset W_0^{1,q'}(\Omega)\) is a discrete space and let \(U_h \subset L^2(\Omega)\) define an (optionally infinite dimensional, i.e. equality is allowed) subspace of \(L^2(\Omega)\). Let \(\pi : L^2(\Omega) \rightarrow U_h\) be the \(L^2\)-projection from \(L^2(\Omega)\) onto \(U_h\) such that the closed convex set

\[
U_{ad,h}^\pi := \{ v \in U_h \mid \pi(a) \leq v \leq \pi(b) \}
\]

is non-empty. We denote the \(L^2(\Omega)\)-projection into \(U_{ad,h}^\pi\) by \(\Pi_{U_{ad,h}^\pi}\), write

\[
a_h = \pi(a), \quad b_h = \pi(b),
\]

and formulate the discrete version of the optimality system in weak form.

For a discrete adjoint state \(p_h \in V_h\), the corresponding feasible control \(u_h \in U_{ad,h}^\pi\) is defined analogously to (3.4) by

\[
u_h = \Pi_{U_{ad,h}^\pi} \left( \frac{1}{\nu} p_h \right).
\]

Furthermore, the variables \(\xi_h, \lambda_h \in V_h^*\) and \(\mu_h \in V_h\) are given by

\[
\forall \phi \in V_h^*: \quad \langle \phi, \mu_h \rangle_{V_h} = -\langle \phi, p_h \rangle_{V_h^*}, \quad \text{(4.2b)}
\]

\[
\forall \psi \in V_h: \quad \langle \lambda_h, \psi \rangle_{V_h^*} = \langle \psi, A^* p_h \rangle_{W_0^{1,q}(\Omega)} + \sum_{w \in I} (y_h(w) - y_w) \psi(w).
\]

Note that we artificially define the Variable \(\mu_h = -p_h\) which can be thought of being a multiplier for the non-negativity condition on \(\xi_h\). This will be helpful in the derivation of the error representation formula of Theorem 4.2. With the above notation the discrete stationarity system comprises of the conditions (4.1) and (4.2a)-(4.2c) as well as the following complementarity and sign conditions:

\[
y_h \geq 0, \quad \xi_h \geq 0, \quad \langle \xi_h, y_h \rangle_{V_h^*} = 0, \quad \langle \xi_h, y_h \rangle_{V_h^*} = 0,
\]

\[
\forall \psi \in V_h: \quad \langle \lambda_h, \psi \rangle_{V_h^*} = 0, \quad \langle \lambda_h, \psi \rangle_{V_h^*} = 0,
\]

\[
\langle \xi_h, \mu_h \rangle_{V_h^*} = 0, \quad \langle \xi_h, \mu_h \rangle_{V_h^*} = 0,
\]

\[
\langle \lambda_h, \mu_h \rangle_{V_h^*} \geq 0.
\]
In order to obtain the weighted error representation and in view of (3.5) in Remark 3.3 we replace (4.1) by

\[
(\nu u_h - p_h - \sigma_{ah} + \sigma_{bh}, \psi)_{L^2(\Omega)} = 0, \quad \forall \psi \in U_h, \quad (4.2h)
\]

\[
u u_h - a_h \geq 0, \quad \sigma_{ah} \geq 0, \quad (u_h - a_h, \sigma_{ah})_{L^2(\Omega)} = 0, \quad (4.2i)
\]

\[
b_h - u_h \geq 0, \quad \sigma_{bh} \geq 0, \quad (b_h - u_h, \sigma_{bh})_{L^2(\Omega)} = 0. \quad (4.2j)
\]

Furthermore, we need to extend the mappings \(\xi_h\) and \(\lambda_h\), which are defined as linear mappings on the discrete subspaces only, to the full spaces \(W^{-1,q}(\Omega)\) and \(W^{-1,q'}(\Omega)\), respectively. This (non-unique) extension depends on the concrete choice of discrete spaces and their bases. They are given according to our test scenario in Section 4.3 below.

### 4.2 Abstract primal-dual weighted error representation

In the following we use the abbreviations \(x = (y, u, \xi, p)\) and \(\Lambda = (\lambda, \mu, \sigma_a, \sigma_b)\), and define the MPCC-Lagrangian by

\[
\mathcal{L}(x, \Lambda) = J(y, u) + (Ay, p)_{W^{-1,q}(\Omega)} - (u + \xi + f, p)_{L^2(\Omega)} - (\lambda, y)_{W^{-1,q'}(\Omega)} - (\xi, \mu)_{L^2(\Omega)} - (u - a, \sigma_a)_{L^2(\Omega)} - (b - u, \sigma_b)_{L^2(\Omega)}.
\]

Here we again use \(\mu = -p\) as a multiplier for the non-negativity condition on \(\xi\). Note that if \((x^*_h, \Lambda^*_h)\) solves the discrete stationarity system (4.2), then

\[
\mathcal{L}(x^*_h, \Lambda^*_h) = J(y^*_h, u^*_h). \quad (4.3)
\]

Furthermore, \(\mathcal{L}(\cdot, \Lambda)\) is a quadratic functional in \(x\), and since its second Fréchet derivative does not depend on \((x, \Lambda)\) we may leave off the argument and abbreviate \(\nabla_{xx} \mathcal{L}(x, \Lambda)(h_1, h_2) = \nabla_{xx} \mathcal{L}(h_1, h_2)\) for \(h_1, h_2 \in W_0^{1,q}(\Omega) \times L^2(\Omega) \times L^2(\Omega) \times W_0^{1,q'}(\Omega)\).

**Theorem 4.1.** Assume that \((y^*, u^*, \xi^*)\) is limiting \(\epsilon\)-almost C-stationary for (2.6) with associated multipliers \((p^*, \lambda^*, \mu^*, \sigma_a^*, \sigma_b^*)\), \(\mu = -p \in W_0^{1,q'}(\Omega)\), and that \((y^*_h, u^*_h, \xi^*_h, p^*_h, \lambda^*_h, \sigma_a^*_h, \sigma_b^*_h)\) satisfies (4.2). Then it holds that

\[
J(y^*_h, u^*_h) - J(y^*, u^*) = \frac{1}{2} \nabla_{xx} \mathcal{L}(x^*_h - x^*, x^*_h - x^*) + (\lambda^*, y^*_h)_{W^{-1,q'}(\Omega)} + (\xi^*_h, \mu^*)_{W^{-1,q}(\Omega)} + (u^*_h - a, \sigma_a^*)_{L^2(\Omega)} + (b - u^*_h, \sigma_b^*)_{L^2(\Omega)} + (\sigma_{ah}^*, a - a_h)_{L^2(\Omega)} + (\sigma_{bh}^*, b - b_h)_{L^2(\Omega)}.
\]

**Proof.** Following the proof of Theorem 3.1 in [27], we use (4.3) and Taylor expansion to obtain

\[
J(y^*_h, u^*_h) = \mathcal{L}(x^*, \Lambda^*_h) + \nabla_{xx} \mathcal{L}(x^*, \Lambda^*_h)(x^*_h - x^*) + \frac{1}{2} \nabla_{xx} \mathcal{L}(x^*_h - x^*, x^*_h - x^*).
\]
Note that in comparison to [27], where an estimator is derived for a problem class without control constraints and with the state space \( H^1_0(\Omega) \), we now have

\[
\mathcal{L}(x^*, \Lambda^*_h) = J(y^*, u^*) - \langle \lambda^*_h, y^* \rangle_{W^{-1, q'}(\Omega)} - \langle \xi^*, \mu^*_h \rangle_{W^{-1, q}(\Omega)} \\
- (u^* - a, \sigma^*_a)_{L^2(\Omega)} - (b - u^*, \sigma^*_b)_{L^2(\Omega)},
\]

\[
\nabla_x \mathcal{L}(x^*, \Lambda^*_h)(x^*_h - x^*) = \langle \lambda^*_h, y^* \rangle_{W^{-1, q'}(\Omega)} + \langle \lambda^*, y^*_h \rangle_{W^{-1, q}(\Omega)} \\
+ \langle \xi^*, \mu^*_h \rangle_{W^{-1, q}(\Omega)} \\
+ (u^* - a_h, \sigma^*_a)_{L^2(\Omega)} + (u^*_h - a, \sigma^*_a)_{L^2(\Omega)} + (b_h - u^*, \sigma^*_b)_{L^2(\Omega)} + (b - u^*_h, \sigma^*_b)_{L^2(\Omega)}.
\]

Summing these terms yields the assertion.

**Theorem 4.2.** Under the assumptions of Theorem 4.1 let \( \delta x_h = (\delta y_h, \delta u_h, \delta \xi_h, \delta \mu_h) \in V_h \times U_h \times V^*_h \times V_h \). Then it holds that

\[
2(J(y^*, u^*) - J(y^*_h, u^*_h)) = \\
\langle Ay_h, p^* - \delta p_h \rangle_{W^{-1, q}(\Omega)} - (u^*_h + f, p^* - \delta p_h)_{L^2(\Omega)} - \langle \xi^*_h, p^* - \delta p_h \rangle_{W^{-1, q}(\Omega)} \\
+ \langle y^* - \delta y_h, A^* p^*_h \rangle_{W^{1, q}(\Omega)} + \sum_{w \in \Omega} (y^*_h - y_w)(y^* - \delta y_h)(w) - \langle \lambda^*_h, y^*_h \rangle_{W^{-1, q}(\Omega)} \\
+ (\nu u^*_h - p^*_h - \sigma^*_a h^*_u + \sigma^*_a u^* - \delta u^*_h)_{L^2(\Omega)} \\
+ (\xi^* - \delta \xi_h, -\mu^*_h - \delta \xi^*_h)_{W^{-1, q}(\Omega)} \\
+ (\lambda^*_h, y^*_h)_{W^{1, q}(\Omega)} - \langle \xi^*_h, \mu^*_h \rangle_{W^{-1, q}(\Omega)} - \langle \lambda^*, y^*_h \rangle_{W^{-1, q}(\Omega)} + \langle \xi^*, \mu^*_h \rangle_{W^{-1, q}(\Omega)} \\
- (u^*_h - a, \sigma^*_a)_{L^2(\Omega)} + (u^*_h - a, \sigma^*_a)_{L^2(\Omega)} \\
- (b - u^*_h, \sigma^*_b)_{L^2(\Omega)} + (b - u^*_h, \sigma^*_b)_{L^2(\Omega)}.
\]

**Proof.** We take Theorem 4.1 as a starting point and compute an explicit representation of \( \nabla_{xx} \mathcal{L}(x^*_h - x^*, x^*_h - x^*) \). Taylor expansion of the gradient \( \nabla_x \mathcal{L}(x^*_h, \Lambda^*_h) \) in the direction \( x^* - x^*_h \) at \( x^* \) yields that

\[
\nabla_x \mathcal{L}(x^*_h, \Lambda^*_h)(x^*_h - x^*) = \nabla_x \mathcal{L}(x^*, \Lambda^*_h)(x^*_h - x^*) + \nabla_{xx} \mathcal{L}(x^*_h - x^*, x^*_h - x^*).
\]

Note that the Lagrangian is quadratic and thus higher order derivatives vanish. We can recycle the gradient from the proof of Theorem 4.1 to obtain

\[
\nabla_{xx} \mathcal{L}(x^*_h - x^*, x^*_h - x^*) = \nabla_x \mathcal{L}(x^*_h, \Lambda^*_h)(x^*_h - x^*) - \langle \lambda^*_h, y^*_h \rangle_{W^{-1, q}(\Omega)} \\
- \langle \xi^*, \mu^*_h \rangle_{W^{-1, q}(\Omega)} - \langle \xi^*_h, \mu^*_h \rangle_{W^{-1, q}(\Omega)} - (u^*_h - a, \sigma^*_a)_{L^2(\Omega)} \\
- (b - u^*_h, \sigma^*_b)_{L^2(\Omega)} - (b - u^*_h, \sigma^*_b)_{L^2(\Omega)}.
\]

Employing the discrete stationarity system (4.2), we replace the term \( \nabla_x \mathcal{L}(x^*_h, \Lambda^*_h)(x^*_h - x^*) \) by \(-\nabla_x \mathcal{L}(x^*_h, \Lambda^*_h)(x^* - \delta x_h)\) and evaluate this term to obtain (4.4a)-(4.4d). The remaining terms sum up to give lines (4.4e)-(4.4h).
Remark 4.3. Since the mapping $\pi$ for the control constraints satisfies $(\pi(\psi), \sigma)_{L^2(\Omega)} = (\psi, \sigma)_{L^2(\Omega)}$ for all $\psi \in L^2(\Omega)$ and $\sigma \in U_h$, the terms (4.4f)-(4.4h) resolve to

$$-(u_h' - a, \sigma_a')_{L^2(\Omega)} + (u^* - a, \sigma_{ah}^*)_{L^2(\Omega)} - (b - u_h^*, \sigma_0^*)_{L^2(\Omega)} + (b - u^*, \sigma_{bh}^*)_{L^2(\Omega)}.$$ 

Remark 4.4. In the case that $U_{ad} = L^2(\Omega)$, an abstract error representation formula is obtained by omitting the terms (4.4f)-(4.4h) and setting $\sigma_{ah}^* = \sigma_{bh}^* = 0$ in (4.4c).

4.3 $P^1$ finite element discretization

In this section we fix some more details of the discretization. For a polygonal bounded domain $\Omega$ with triangulation $T$ that is regular in the sense of [2, p. 394], we consider exemplarily $P^1_0(T)$, the piecewise affine and globally continuous finite elements with zero boundary conditions. We denote the set of all interior nodes by $\mathcal{N}$, the set of all edges by $\mathcal{E}$ and, for $\omega \subset \Omega$, the set of edges $E \subset \omega$ by $\mathcal{E}(\omega)$. For an inner edge $E = T^+ \cap T^- \in \mathcal{E}$ and triangles $T^+, T^- \in T$ with outer unit normal vector $\nu_{T^+, E} = -\nu_{T^-, E}$, we define the edge jump of a piecewisely defined function $v_h$ over $E$ by

$$[\nabla v_h]_E := (\nabla v_h|_{T^+} - \nabla v_h|_{T^-}) \cdot \nu_{T^+, E} = (\nabla v_h|_{T^-} - \nabla v_h|_{T^+}) \cdot \nu_{T^-, E}.$$ 

If $E \subset \partial \Omega$ we define $[\nabla v_h]_E := 0$. For $A = -\Delta$, integration by parts yields for the bilinear form $a$ from Remark 2.2 and $z \in W^{1,q}(\Omega)$ that

$$\langle Av_h, z \rangle_{W^{-1,q}(\Omega)} = a(v_h, z) = \sum_{T \in T} \sum_{E \in \mathcal{E}(T)} \frac{1}{2} \int_E [\nabla v_h]_E z dS. \quad (4.5)$$

Note that if $v_h \in P^1_0(T)$ is in fact piecewise affine, then $\nabla v_h|_T$ is constant and thus

$$\int_E [\nabla v_h]_E z dS = [\nabla v_h]_E \int_E z dS.$$ 

We set $V_h = P^1_0(T)$ and $U_h = L^2(\Omega)$, such that $\pi = \text{id}|_{L^2(\Omega)}$ and $U_{ad}^h = U_{ad}$. Furthermore, we denote the canonical nodal basis of $P^1_0(T)$ by $\{\varphi_z| z \in \mathcal{N}\}$. The extensions of $\xi_h$ and $\lambda_h$ to $W^{-1,q'}(\Omega)$, which are only defined in (4.2a)-(4.2c) on the discrete subspace $V_h$, are given as follows.

Respecting the multiplier character of $\xi_h$ and $\lambda_h$, we set

$$\xi_h = \sum_{z \in \mathcal{N}} \xi_{h,z} \delta_z \in W^{-1,q'}(\Omega) \quad \text{and} \quad \lambda_h = \sum_{z \in \mathcal{N}} \lambda_{h,z} \delta_z \in W^{-1,q'}(\Omega),$$

where for $z \in \mathcal{N}$, $\xi_{h,z} = \langle \xi_h, \varphi_z \rangle_{W^{-1,q}(\Omega)}$ and $\lambda_{h,z} = \langle \lambda_h, \varphi_z \rangle_{W^{-1,q'}(\Omega)}$. The bounded linear functional $\xi_h : W^{1,q}(\Omega) \to \mathbb{R}$ can be further extended to $W^{-1,q'}(\Omega)$. However, in our test setting, we do not explicitly use this extension because $p_h \in V_h \subset W^{1,q}(\Omega) \hookrightarrow W^{1,q'}(\Omega)$, and thus do not give an explicit definition here. We follow the discussion in [23] and write pairings of $\xi_h$ and $\lambda_h$ with arbitrary functions in $W^{1,q}(\Omega)$ as a sum over the triangles in $T$: First, define numbers
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Figure 1: The $P_2$ approximation of a discrete function over an element $T$ (gray shaded) is defined via the least squares minimization problem of its values at the mid points of the edges of $T$ (gray circles) and the nodes of its (up to) three neighboring elements which are not nodes of $T$ (black circles).

$N_z = \text{card} \{ \{ T \in \mathcal{T} \mid z \in \mathcal{N}(T) \} \}$ of triangles intersecting in nodes $z \in \mathcal{N}$. Then, for $v \in P_0^1(\mathcal{T})$ we can localize the dual pairing $(\xi_h, v)_{W^{-1,q}(\Omega)}$ (and $(\lambda_h, \bar{v})_{W^{-1,q}(\Omega)}$ analogously) as follows:

$$
(\xi_h, v)_{W^{-1,q}(\Omega)} = \sum_{z \in \mathcal{N}} \xi_{h,z} (\delta_z, v)_{W^{-1,q}(\Omega)} = \sum_{T \in \mathcal{T}} \sum_{z \in \mathcal{N}(T)} \frac{1}{N_z} \xi_{h,z} v(z). \tag{4.6}
$$

The dual variable $\mu_h$ corresponding to the non-negativity constraint on $\xi_h$ is set to $\mu_h = -p_h \in P_0^1(\mathcal{T})$. Then condition (4.2b) is satisfied and (4.4d) in the error representation formula of Theorem 4.2 vanishes.

We suggest a heuristic way to replace the continuous solutions which typically arise in goal oriented dual weighted error estimation as follows. On every triangle $T \in \mathcal{T}$, we replace a discrete function $v_h \in P_1^0(T)$ by a quadratic function, which we denote by $\tilde{v}_h|_T$. We compute $\tilde{v}_h|_T$ such that it minimizes the least squares distance to the values of $v_h$ in the midpoints of the edges of $T$ and in the nodes of its neighboring elements sharing an edge with $T$ which are not nodes of $T$, see Figure 1. If this minimization problem has more than one solution, we choose the one with minimal $\ell_2$ norm of the coefficient vector of the polynomial in the canonical basis $\{ 1, x_1, x_2, x_1^2, x_1x_2, x_2^2 \}$.

These $T$-piecewisely defined quadratic functions are assembled to an $L^2$-function $\tilde{v}_h$ on $\Omega$.

4.4 Primal-dual weighted error indicator for $P^1$ finite elements

With the notation of Section 4.3 at hand, we derive an a posteriori error indicator from Theorem 4.2 with $\delta x_h = x_h^*$ and $x^*$ replaced by $\tilde{x}_h^*$. The indicator

$$
\eta = \sum_{T \in \mathcal{T}} \eta_T \tag{4.7}
$$

contains the error contribution $\eta_T$ on each triangle $T \in \mathcal{T}$ and is composed of different parts belonging to the lines in the error representation formula (4.4), $\eta_T = \eta_{\text{PDE}1,T} + \eta_{\text{PDE}2,T} + \eta_{\text{CM},T} + \eta_{U,T}$. To keep notation simple, we consider only the case $A = -\Delta$ and $a(\cdot, \cdot) = (A\cdot, \cdot)_{W^{-1,q}(\Omega)} = (\nabla \cdot, \nabla \cdot)_{L^q(\Omega)}$.

In the rest of this section we discuss the local error contributions $\eta_{\text{PDE}1,T}$, $\eta_{\text{PDE}2,T}$, $\eta_{\text{CM},T}$ and $\eta_{U,T}$.
We start with the part of the indicator corresponding to the dual weighted primal partial differential equation residual (4.4a). Making use of the edge jump formula (4.5) and the localization of \( \xi_h^* \) from (4.6), we rearrange these terms as a sum of integrals over the elements \( T \in \mathcal{T} \). In this way, we obtain a localized version of (4.4a) which still contains the exact dual solution \( p^* \). In order to get a computable estimation for the local error indicators, we replace \( p^* \) by \( \tilde{p}_h^* \) and obtain

\[
\eta_{\text{PDE1}} = \sum_{T \in \mathcal{T}} \eta_{\text{PDE1},T}, \quad \text{where}
\]

\[
\eta_{\text{PDE1},T} := \frac{1}{2} \left| \int_{\partial T} \frac{1}{2} [\nabla y_h^*] \partial_T (\tilde{p}_h^* - p_h^*) dS - \int_T (u_h^* + f)(\tilde{p}_h^* - p_h^*) dx \right.
\]

\[
- \sum_{z \in \mathcal{N}(T)} \frac{1}{N_z} \xi_h^* (\tilde{p}_h^*(z) - p_h^*(z)) \right|.
\]  

(4.8)

Note that due to the low regularity of the adjoint state, there is no evidence that \( \tilde{p}_h^* \) yields a better approximation of \( p^* \) than \( p_h^* \). The lack of regularity comes from the spiky structure of \( p^* \) in the tracking points. In regions away from those points, the adjoint state may admit locally a higher regularity. In this case, \( P^2 \) interpolants yield advantages over the affine approximation.

For line (4.4b), which corresponds to the primal weighted adjoint equation, we again use (4.5) as well as formula (4.6) for the multiplier \( \lambda_h^* \). Furthermore, the set of tracking points \( I \subset \Omega \) is split into those in the interior of triangles, those on edges but not nodes of triangles and those that are in fact nodes of triangles. Then a sum \( \sum_{w \in I} \psi(w) \) is split into its contribution on individual elements \( T \in \mathcal{T} \) as follows:

\[
\sum_{w \in I} \psi(w) = \sum_{T \in \mathcal{T}} \left( \sum_{w \in \mathcal{T}_{\text{int}}(T)} \psi(w) + \frac{1}{2} \sum_{w \in \partial T \cap \mathcal{N}} \psi(w) + \sum_{w \in \mathcal{N}} \frac{1}{N_w} \psi(w) \right).
\]

Setting \( \psi = (y_h^* - y_w)(\tilde{y}_h^* - y_h^*) \) and replacing the exact solution \( y^* \) by its \( P^2 \)-approximation \( \tilde{y}_h^* \) one obtains

\[
\eta_{\text{PDE2},T} := \frac{1}{2} \left| \int_{\partial T} \frac{1}{2} [\nabla y_h^*] \partial_T (\tilde{y}_h^* - y_h^*) dS - \sum_{z \in \mathcal{N}(T)} \frac{1}{N_z} \lambda_h^* (\tilde{y}_h^*(z) - y_h^*(z)) \right.
\]

\[
+ \sum_{w \in \mathcal{T}_{\text{int}}(T)} (y_h^*(w) - y_w)(\tilde{y}_h^*(w) - y_h^*(w))
\]

\[
+ \frac{1}{2} \sum_{w \in \partial T \cap \mathcal{N}} (y_h^*(w) - y_w)(\tilde{y}_h^*(w) - y_h^*(w))
\]

\[
+ \sum_{w \in \mathcal{N}} \frac{1}{N_w} (y_h^*(w) - y_w)(\tilde{y}_h^*(w) - y_h^*(w)) \right|.
\]  

(4.9)

The expressions in (4.4c) and (4.4d) yield zero due to the definitions of \( \sigma_{\text{ah}}^*, \sigma_{\text{bh}}^* \) (see (4.2h) with \( U_h = L^2(\Omega) \)) and \( \mu_h^* \).

The terms in (4.4e) reflecting the mismatch in complementarity of \( y_h^* \), \( \xi_h^* \), \( \mu_h^* = -p_h^* \) and their continuous counterparts are split into two different types of duality pairings. In fact, we have the pairings of discrete multipliers and continuous solutions versus those containing multipliers...
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from the continuous problem, which are hard to approximate. Respecting the different structure, we handle the first two products differently to the third and forth. Owing to the discrete complementarity conditions (4.2e) and (4.2f), and replacing \( \mu^*, \mu_h^* \) by \(-p^*, -p_h^*\) it holds that

\[
\langle \lambda_h^*, y_h^* \rangle_{W^{-1,\mathcal{A}'}(\Omega)} = \langle \lambda_h^*, y^* - y_h^* \rangle_{W^{-1,\mathcal{A}'}(\Omega)}, \tag{4.10}
\]

\[
-\langle \xi_h^*, \mu^* \rangle_{W^{-1,\mathcal{A}'}(\Omega)} = \langle \xi_h^*, p^* - p_h^* \rangle_{W^{-1,\mathcal{A}'}(\Omega)}. \tag{4.11}
\]

Analogously to the above, we replace \( y^* \) and \( p^* \) by \( \tilde{y}_h^* \) and \( \tilde{p}_h^* \), respectively and obtain a posteriori terms, which can again be localized using (4.6). This yields the first line in (4.14) below. The multipliers \( \lambda^* \) and \( \xi^* \) in the remaining products are eliminated by using the dual and primal equations (3.6b) and (2.3), respectively. Then, with the complementarity relations (3.6c) and (3.6f), it holds that

\[
\langle \lambda^*, y_h^* \rangle_{W^{-1,\mathcal{A}'}(\Omega)} = \langle \lambda^*, y_h^* - y^* \rangle_{W^{-1,\mathcal{A}'}(\Omega)} = \langle A(y_h^* - y^*), p^* \rangle_{W^{-1,\mathcal{A}'}(\Omega)} - \sum_{w \in I} ((y^* - y_w)(y_h^* - y^*))(w) \tag{4.12}
\]

and

\[
\langle \xi^*, \mu_h^* \rangle_{W^{-1,\mathcal{A}'}(\Omega)} = \langle \xi^*, p_h^* - p^* \rangle_{W^{-1,\mathcal{A}'}(\Omega)} = \langle A y^*, p_h^* - p^* \rangle_{W^{-1,\mathcal{A}'}(\Omega)} - (u^* + f, p_h^* - p^*)_{L^2(\Omega)}. \tag{4.13}
\]

We now replace \( y^* \) by \( \tilde{y}_h^* \) and \( p^* \) by \( \tilde{p}_h^* \) in (4.10)-(4.13), split the terms as described above, and use (4.5) to obtain

\[
\eta_{CM,T} := \frac{1}{2} \left| \sum_{z \in N(T)} \frac{1}{N_z} \lambda_{hz}(\tilde{y}_h^*(z) - y_h^*(z)) \right| + \frac{1}{2} \left| \sum_{z \in N(T)} \frac{1}{N_z} \xi_{hz}(\tilde{p}_h^*(z) - p_h^*(z)) \right|
+ \frac{1}{2} \left| \int_{T} \frac{1}{2} [\nabla \tilde{y}_h^*]_{\partial T}(\tilde{y}_h^* - y_h^*) dS + \sum_{w \in I \cap \partial T} (\tilde{y}_h^*(w) - y_w)(\tilde{y}_h^*(w) - y_h^*(w)) \right|
+ \frac{1}{2} \left| \sum_{w \in I \cap \partial T \cap N} \frac{1}{N_w} (\tilde{y}_h^*(w) - y_w)(\tilde{y}_h^*(w) - y_h^*(w)) \right|
+ \frac{1}{2} \left| \int_{T} \frac{1}{2} [\nabla \tilde{p}_h^*]_{\partial T}(\tilde{p}_h^* - p_h^*) dS - \int_{T} (\tilde{u}_h^* + f)(\tilde{p}_h^* - p_h^*) dx \right|. \tag{4.14}
\]

Since we have the situation of Remark 4.3, the terms (4.4g)-(4.4h) resolve to

\[
\eta_{U,T} := \frac{1}{2} \left| \int_T (u_h^* - a) \sigma_{a}^* dx \right| + \frac{1}{2} \left| \int_T (\tilde{u}_h^* - a) \sigma_{a}^* dx \right|
+ \frac{1}{2} \left| \int_T (u_h^* - b) \sigma_{b}^* dx \right| + \frac{1}{2} \left| \int_T (\tilde{u}_h^* - b) \sigma_{b}^* dx \right|. \tag{4.15}
\]

Note that we have replaced \( u^* \) by \( \tilde{u}_h^* \), but there is no assertion on the approximation quality of the \( P^2 \)-interpolant in comparison with the \( P^1 \)-solution.

Altogether the definitions in (4.8), (4.9), (4.14), (4.15) yield a fully a posteriori and local indicator (4.7) for the difference \( J(y^*, u^*) - J(y_h^*, u_h^*) \).
5 Numerical realization

We start in Section 5.1 with a brief overview of the adaptive finite element method (AFEM) and its subroutines in Section 5.1 before establishing an optimization algorithm which works analogously to the analysis. In Section 5.2 we describe the Newton-type method used to solve the discretized stationarity system corresponding to (3.2), and the penalized smoothed state equation (2.17c) for fixed parameters $\gamma$ and $\epsilon$. Taking these parameters to infinity and to zero, respectively, a solution to the discrete C-stationarity system (4.2) can be obtained. We end this paper by discussing numerical results which are contained in Section 5.3.

5.1 Adaptive finite element scheme

The mesh-adaption process in a typical AFEM loop is guided iteratively by local error indicators based on solutions of the problem on the current mesh. Elements with large local error indicators are marked for refinement, and a superset of the marked elements is actually refined to maintain a regular mesh. The algorithm, which is stated in Algorithm 1, repeats the steps solveMPEC - estimate - mark - refine until a given complexity $N$ (e.g. the number of degrees of freedom nrDOF($T_h$) in the SOLVE procedure) is reached.

We indicate the AFEM level by $h$. Step 2 of Algorithm 1 (subroutine solveMPEC) is described in detail in Section 5.2. In this section we discuss briefly steps 3, 7 and 8.

Algorithm 1 AFEM for MPEC

**Input:** Regular triangulation $T_h$, data $\{f, I, (y_w)_{w \in I}, \nu, a, b\}$, initial guess $x_h$ for the solution corresponding to $T_h$, maximum complexity $N$, marking parameter $\theta$, solve parameters $\{(\gamma_k, \epsilon_k)_{k \in \mathbb{N}}, \text{toli, tolo}\}$ (see Section 5.2 below)

1: loop
2: \((x_h, \Lambda_h) = \text{solveMPEC}(\text{data}, x_h, \text{solve parameters})\)
3: \((\eta_T)_{T \in T_h} = \text{estimate}(T_h, x_h, \Lambda_h, \text{data})\)
4: if \(\text{nrDOF}(T_h) > N\) then
5: return \((T_h, x_h, \Lambda_h)\)
6: end if
7: \(M_h = \text{mark}(T_h, (\eta_T)_{T \in T_h}, \theta)\)
8: \((T_h, x_h) = \text{refine}(T_h, M_h, x_h)\)
9: end loop

The calculation of the local error indicator

\[
\eta_h = \sum_{T \in T} \eta_T = \sum_{T \in T} \eta_{\text{PDE1}, T} + \eta_{\text{PDE2}, T} + \eta_{\text{CM}, T} + \eta_{U,T}
\]

from the discrete solutions on the current mesh $T_h$ (subroutine estimate in step 3) follows from Section 4.4. The integrals over triangles and edges are computed using Gauss quadrature rules which are exact for polynomial data.
To obtain the next AFEM level, we use a bulk criterion (subroutine mark) to define the set $\mathcal{M}_h \subset \mathcal{T}_h$ of triangles marked for refinement. More precisely, in step $7$ we take the set $\mathcal{M}_h \subset \mathcal{T}_h$ of minimal cardinality such that for a bulk parameter $\theta \in (0, 1)$ it holds that

$$\theta \eta_h \leq \sum_{T \in \mathcal{M}_h} \eta_T.$$

In the refinement step (subroutine refine in step $8$) one has to avoid hanging nodes and guarantee shape regularity of the triangulation. This is achieved by a simple bisection rule from the grid manager AluGrid; see $[5,16]$. The refinement routine also generates a starting point for the iterative optimization algorithm at the next AFEM level by prolongating the current solution $(x_h, \Lambda_h)$ to the refined mesh.

### 5.2 Solver for the discretized C-stationarity system

On a fixed AFEM-level $h$, we solve the discrete C-stationarity system (4.2) according to the penalization scheme from Section $2$. This requires an inner and an outer loop: The inner loop solves the discrete stationarity system for a penalized problem with fixed penalization and smoothing parameters $\gamma, \epsilon(\gamma), r > 0$, whereas the outer loop controls residuals and adjusts the parameters until some break criterion is satisfied.

Concerning the inner loop, we first eliminate the control $u_h$ utilizing (4.1), i.e., for $x \in \Omega$, we set

$$u_h(x) = \begin{cases} \frac{1}{\nu}p_h(x) - a(x) & \text{if } \frac{1}{\nu}p_h(x) < a(x), \\ a(x) & \text{if } a(x) \leq \frac{1}{\nu}p_h(x) \leq b(x), \\ b(x) & \text{if } b(x) < \frac{1}{\nu}p_h(x). \end{cases}$$

The discretization of the penalized smoothed stationarity system then reads: For all $\psi \in V_h$,

$$\langle Ay, \psi \rangle_{H^{-1}(\Omega)} - \gamma_k \int_{\Omega} \left( \max_{e_h} \left( 0, -y \right) + \Pi_{U_{\text{ad},h}} \left( \frac{1}{\nu}p \right) + f \right) \psi \, dx = 0, \quad (5.1a)$$

$$\langle \psi, A^* p \rangle_{H^1(\Omega)} + \gamma_k \int_{\Omega} \max_{e_h} \left( 0, -y \right) p \psi \, dx + \sum_{w \in I} \frac{1}{\nu} \int_{B_{r_k}(w)} (y - y_w) \psi \, dx = 0. \quad (5.1b)$$

To approximate the averaged integrals over $B_{r_k}(w)$ for $w \in I \subset \Omega$ and $r_k \to 0$ we simply evaluate the integrand in $w$. A tuple $(y_k, p_k) \in P_0^1(T) \times P_0^1(T)$ is thus a solution of the discretized penalized smoothed optimal control problem if it is a zero of the mapping $F_k : P_0^1(T) \times P_0^1(T) \to \mathbb{R}^{2\text{card}(N)}$ with

$$F_k(y, p) = \left( \begin{array}{c} \langle Ay, \varphi_z \rangle_{H^{-1}(\Omega)} - \gamma_k \int_{\Omega} \left( \max_{e_h} \left( 0, -y \right) + \Pi_{U_{\text{ad},h}} \left( \frac{1}{\nu}p \right) + f \right) \varphi_z \, dx \\ \langle \varphi_z, A^* p \rangle_{H^1(\Omega)} + \gamma_k \int_{\Omega} \max_{e_h} \left( 0, -y \right) p \varphi_z \, dx + \sum_{w \in I} (y(w) - y_w) \varphi_z(w) \end{array} \right)_{z \in N}. \quad (5.2)$$

Note that in a function space context, the image space of $F$ has to be understood as a subspace of $H^{-1}(\Omega)$. We compute the state $y_k$ and the adjoint state $p_k$ such that $F_k(y_k, p_k) = 0$. Numerically we terminate the root finding iteration for (5.2) (the inner loop) when $\|F_k(y, p)\|_{H^{-1}(\Omega)} \leq \text{toli}$. 

In the outer loop we set
\[\begin{align*}
\sigma_{ak} &= \left(a - \frac{1}{\nu} p_k\right)_+, \quad \sigma_{bk} = \left(\frac{1}{\nu} p_k - b\right)_+, \quad u_k = \frac{1}{\nu} p_k + \sigma_{ak} - \sigma_{bk}, \quad (5.3a) \\
\xi_k &= \gamma_k \max_{\epsilon_k}(0, -y_k), \quad \lambda_k = -\gamma_k \max'_{\epsilon_k}(0, -y_k) p_k, \quad \mu_k = -p_k. \quad (5.3b)
\end{align*}\]

With these choices, the equations \((4.2a), (4.2b), (4.2c), (4.2h)\) and the sign conditions in \((4.2i)\) and \((4.2j)\) are generically satisfied. We compute the sum of the norms of the remaining residuals of the discrete C-stationarity system \((4.2)\) as \(r_k = r_1 + r_2 + r_3 + r_4\), where
\[\begin{align*}
r_1 &= |\langle \xi_k, y_k \rangle V_h^\ast| + \sum_{z \in N} \left(-\langle \xi_k, \varphi_z \rangle V_h^\ast\right)_+ + \|(-y_k)_+\|_{L^2(\Omega)}; \\
r_2 &= |\langle \lambda_k, y_k \rangle V_h^\ast|; \\
r_3 &= |\langle \xi_k, p_k \rangle V_h^\ast|; \\
r_4 &= \left(-\langle \lambda_k, \mu_k \rangle V_h^\ast\right)_+.
\end{align*}\]

The outer loop breaks, when \(r_k < \text{tolo}\). Then, the discrete solutions are returned to the AFEM loop, the discrete data is refined, and a new outer loop is initialized. Note that here we use the value of \(\gamma\) in the step before refinement as initial value for the outer loop on the refined mesh. If the residual \(r_k\) is not sufficiently small, then the parameters \(\gamma_k\) and \(\epsilon_k\) are adjusted and a new inner loop is initialized.

### 5.3 Numerical results

Finally, we present numerical results obtained by applying our AFEM approach to two examples. We implemented our method in DUNE (Distributed and Unified Numerics Environment), see \([12, 17, 9, 8]\) and also the web pages \([7, 18]\).

The parameters and update rules appearing in Algorithm \([1]\) are set to the same values in both examples. In particular, the marking parameter in Algorithm \([1]\) is set to \(\theta = 0.5\). In the first example, we additionally tested the algorithm for different values of \(\theta\), cf. Figure \([6]\). We start with the penalty parameter \(\gamma_0 = 100\), and update it according to \(\gamma_{k+1} = \gamma_k \cdot 1.2\). The smoothing parameter is computed as \(\epsilon_k = \epsilon(\gamma_k) = 0.1 \cdot \gamma_k^{-1.2}\) so the product \(\epsilon_k \gamma_k\) converges to zero as \(k \to \infty\). The tolerances for the residuals in the inner and outer loop are set to \(\text{toli} = 10^{-6}\) and \(\text{tolo} = 10^{-5}\). Note that \(\text{toli}\) should not be larger than \(\text{tolo}\). In the case of equality it might be a matter of a constant in the estimate that ensures the limiting process. In order to avoid a discussion of this constant we decided to choose the tolerances such that the smoothed problem is solved slightly more accurately than the MPEC.

**Example 5.1.** The first example takes place on the square domain \(\Omega = (0, 1)^2\). The set of tracking points is
\[I = \{(0.125, 0.125), (0.125, 0.5), (0.375, 0.375), (0.5, 0.125)\},\]
and \(y_w = 1\) for \(w = (0.125, 0.125), y_w = 0\) otherwise. We set the parameter for the \(L^2\)-averaged cost of the control to be \(\nu = 0.003\), set \(f \equiv 0\) (i.e., except for the control action, there is no force acting on the state variable), and set the constraints on the control to be the constant functions \(a \equiv -100\) and \(b \equiv 100\).
Figure 2: Solution plots for Example 5.1. In the top row, $y_h$ (left) and $u_h$ (right) are shown. The middle row contains in the left plot the inactive set (white region), the biactive set (black region) and the strongly active set where $y_h = 0$ and $\xi_h > 0$ (grey region) as well as the adjoint state $p_h$ in the right plot. The bottom row shows the values of the multipliers $\xi_h$ (left) and $\lambda_h$ (right). Nodes with values of 0 are not visible.
Figure 3: Convergence history of the optimization routines for Example 5.1.

Figure 2 shows the solutions of the corresponding MPEC. It admits a positively measured biactive set (black region in the middle row, left plot) where both the state variable $y$ and the slack variable $\xi$ vanish, and shows the singular structure of the dual variable $p_h^*$ (middle row, right plot). The control $u_h^*$ (top row, right plot) is obtained from (5.3a). The state $y_h^*$ (top row, left plot) is in fact influenced by the obtained control $u_h^*$ such that it is closer to the desired values $(y_h^*(0.125, 0.125) \approx 0.3, y_h^*(0.125, 0.5) = y_h^*(0.5, 0.125) \approx 0.04, y_h^*(0.375, 0.375) \approx 0.07)$. Note that since the upper control constraint is active, the desired value of 1 can not be reached at $w = (0.125, 0.125)$.

The convergence history of the solver for the discretized C-stationarity system is documented in Figure 3. In the top row, the decrease of the residual pertinent to the C-stationarity conditions is plotted against the outer iteration steps (over all mesh refinement steps). After 15 iterations of the outer loop, i.e., when $\gamma$ reaches approximately a value of $10^3$, the residual is considered sufficiently small and the data is refined. Then, the next outer loop starts. On most AFEM levels, the parameter $\gamma$ does not have to be increased in order to reach the breaking tolerance of $\text{tolo} = 10^{-5}$ for the residual, i.e. the outer loop has to be run only once.

In the bottom row, the number of Newton-steps of the inner loop is plotted against the outer iterations. The algorithm performs zero to seven inner iterations until the residual pertinent to the penalized stationarity conditions drops below the specified tolerance.

Figure 4 shows the adaptive mesh refinement process. The refinement takes place around the tracking points and at the boundary between active, inactive and biactive sets.

Finally we present our result on convergence of the adaptive method. Note that as we do not know the exact solution, we approximate it with a solution of the MPEC on the mesh that results from two additional uniform refinements of the finest adaptive grid. We denote the value of the objective at this approximated exact solution by $J^*$, whereas $J^U$ and $J^A$ represent values of the objective in solutions on the uniform and on the adaptively refined meshes. Analogously we write $\eta^U$ and $\eta^A$ for the total value of the indicator on uniform and adaptive meshes. Our error indicator shows good convergence properties:
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Figure 4: Adaptively refined meshes at AFEM levels 3, 6, 9 and 12 for Example 5.1.

Figure 5: Convergence of the full indicator $\eta^A$ and the errors $|J^A - J^*|$ and $|J^U - J^*|$ for adaptive and uniform refinement for Example 5.1.

The left plot in Figure 5 compares the error $|J^A - J^*|$ on adaptively refined meshes (solid black line), the error $|J^U - J^*|$ on uniform meshes (solid gray line), and the total value of the error indicator in the adaptive solution (dashed black line). This convergence plot shows reliability of the indicator, i.e. $\eta^A \geq |J^A - J^*|$. In addition, the solutions on the adaptively refined grid exhibit lower errors compared to solutions on a uniform grid with the same number of degrees of freedom. The right plot in Figure 5 shows the different components of the error indicator. Here, the part that represents the mismatch in complementarity with respect to the control constraints, namely $\eta_U$ from (4.15), plays a crucial role in the AFEM convergence.

In Figure 6 we compare the behavior of the error indicator for different marking parameters $\theta$. From left to right and top to bottom, we set $\theta = 0.1, 0.3, 0.5$ and 0.7 and write $J_\theta$ for the associated objective values. For small values of $\theta$ only a small number of triangles is in fact refined in each step. The plots in the top row show that this affects the convergence rate of the error in the objective and has an adverse impact on the reliability of the estimator. On the other hand, large values of $\theta$ result in a more uniform refinement, and thus again lead to an adverse effect on the convergence rate, compare the right plot in the bottom row.

Example 5.2. The second example admits a less regular solution due to the non-convexity of the L-shaped domain $\Omega = (-1, 0) \times (-1, 1) \cup (-1, 1) \times (0, 1)$. The set of tracking points is now

$$I = \{(-0.125, 0.125), (-0.25, -0.25), (0, 0.5), (-0.5, 0), (0.25, 0.25)(-0.375, 0.375)\},$$
Figure 6: Convergence comparison of the adaptive method for different marking parameters $\theta$ in Example 5.1

and we want the state variable to take the value $y_w = 1$ for $w = (-0.125, 0.125)$ and the value 0 at the remaining tracking points. The parameter belonging to the control costs is again set to $\nu = 0.003$, the force acting on the state is $f \equiv 0$ and the control constraints are removed.

Figure 7 shows the solutions of the corresponding MPEC. The problem is again non-smooth owing to its biactive set. Note that since there are no control constraints in this example, we achieve an even better point-tracking of the state $(y_h^*(0.25, 0.25) \approx 0.6, y_h^*(0.25, -0.25) = y_h^*(-0.25, 0.25) \approx 0.06, y^*_h(0.5, 0.5) \approx 0.08, y^*_h(-0.375, 0.375) \approx 0.1)$.

The convergence history of the MPEC-solver is plotted in Figure 8. The structure is the same as in Example 5.1. Here, the outer loop takes 22 iterations before refining the mesh for the first time, and thus increases $\gamma$ to a value of approximately $10^3$. The penalized problem is solved in one to eight Newton iterations.

We once again document the adaptive refinement process in Figure 9. The grid is refined around the tracking points, as well as at the boundary between active and inactive sets and near the re-entrant corner.

In the convergence plot for the uniform and adaptive refinement we use the same notation as in Example 5.1. The left hand side of Figure 10 again shows reliability of the indicator. Furthermore, on adaptively refined meshes, the method shows not only lower errors but also faster convergence. In the right plot, we show again the summands pertinent to the primal and dual partial differential equations, $\eta_{PDE1}$ and $\eta_{PDE2}$, and the mismatch in complementarity of the state variable $y$, the slack variable $\xi$ and the multipliers $\lambda$ and $\mu$, $\eta_{CM}$, separately. Note that since there are no constraints on
Figure 7: Solution plots for Example 5.2. In the top row $y_h^*$ (left) and $p_h^*$ (right) are shown. There are no control constraints and thus $u_h^* = \frac{1}{2}p_h^*$. The middle row shows the values of the multipliers $\xi_h^*$ (left) and $\lambda_h^*$ (right). Nodes with values of 0 are not visible. The bottom row shows the inactive set (white region), the biactive set (black region) and the strongly active set where $y_h^* = 0$ and $\xi_h^* > 0$ (grey region).
Figure 8: Convergence history of the optimization routines for Example 5.2.

Figure 9: Adaptively refined meshes at AFEM levels 2, 5, 8 and 11 for Example 5.2.

Figure 10: Convergence of the full indicator $\eta^A$ and of the error $|J^A - J^*|$ and $|J^U - J^*|$ for adaptive and uniform refinement for Example 5.2.
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the control $u$, the estimator $\eta_u$ is zero.
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