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Abstract

The aim of this project is to define the cup and cap product op-
erations on the Morse cohomology of closed manifolds. We first con-
struct the Morse homology by strict analogy to the methods of Floer
homology. We explore the following topics: the geometry of manifolds
of maps, Fredholm operators, genericness of transversality, comple-
mentarity of compactness and gluing and orientation of these Banach
spaces, which form the foundation of this functional analytic Morse
theory. By adapting the techniques of this construction, we define the
cup and cap products by counting Y-shaped trajectories that arise by
consideration of a triple of Morse functions.
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1 Overview of Functional Analytic Morse

Homology

In this section, we give a summary of the main ideas that we will explore in
this article.

We start by endowing the space of sections of the pullback bundles of TM
by smooth compact curves with a H1,2-topology. Then by applying the ex-
ponential map to these sections, we obtain a space of trajectories in M which
is a Banach manifold. We construct Banach bundles over this manifold by
using the fibre derivatives of the exponential map. It turns out that the
smooth curves adapted to the gradient flow lines of a Morse function, f are
the zeros of a section map, F pγq “ 9γ ` ∇f ˝ γ. These solutions are called
time independent trajectories.

We then move on to show that this map is in fact a Fredholm map i.e. its
differential is a Fredholm operator and its index is equal to the difference in
Morse index of a pair of critical points. This is first done in the trivial case
then we show that the results can be transferred to the manifold by means
of appropriate trivialisation.

Although zero is not always a regular value of this map, there exists a generic
set of Riemannian metrics for which this holds. So the Implicit function the-
orem allows us to conclude that the zeros of F is a Banach submanifold
(without boundary) and has as tangent space the kernel of DF and hence
due the regularity its dimension is equal to the Fredholm index.

We may compactify this submanifold by adding broken trajectories. This is
essentially a consequence of the Arzelà-Ascoli theorem and the fact that M is
compact. Since compactness does not guarantee that each broken trajectory
arises as a boundary, we are led to construct a gluing operation that glues
two trajectories into one trajectory in a higher dimensional space such that
we may construct a sequence converging to that broken trajectory. In this
sense, compactification and gluing can be viewed as complementary opera-
tions.

In order to define a homology theory over Z we need to define an orientation
concept for this Banach manifold. This is achieved by constructing a deter-
minant bundle using the Fredholm operators associated the trajectories. The
main obstacle here is that we need a concept of orientation compatible with
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the gluing of trajectories. Along with the time independent trajectories, we
consider time dependent trajectories and λ-parametrised trajectories which
join critical points of a pair of different Morse functions.

These trajectories allow us to define chain maps between chain complexes
generated by two Morse functions such that they induce an isomorphism
in homology. Hence we conclude that the Morse homology is in fact inde-
pendent of the choice of Morse function. We deduce the Poincaré Duality
theorem as a direct consequence of this independence. In the final chapter,
we define using a triple of Morse functions a space of trajectories which only
go halfway between their critical points. We then show that the space of
such trajectories that meet at the ends is a Banach submanifold whose di-
mension can be described by the index of an appropriate section map. By
a corresponding compactness-gluing result, we deduce that for appropriate
Fredholm indices, the connected components of this manifold are closed one
dimensional manifold which can be compactified by adding similar broken
trajectories. The cup and cap products can then be defined by counting
these Y-shaped trajectories.



2 Space of Trajectories

Throughout this article we denote by pM, gq a smooth and closed Riemannian
manifold.

Definition 2.1. The Hessian of a smooth function, f on M at p is a bilinear
map on TpM defined by:

HppfqpX, Y q :“ gp∇X∇fppq, Y ppqq “ XpY fqppq ` p∇XY qfppq.

Definition 2.2 (Morse function). A smooth function, f on a manifold, M
is a Morse function if its Hessian (matrix) is invertible at each of its critical
point, p.

Observe that if p is a critical point of f , then p∇XY qfppq “ 0 and since
XpY fqppq´Y pXfqppq “ dfppqrX, Y s “ 0, where r¨, ¨s denotes the Lie brack-
ets, the Hessian is in fact a symmetric bilinear form. Note that this is equiv-
alent to df&0 in T ˚M , since the zero section can be naturally identified with
M so that the horizontal bundle at pp, 0q is TpM and the vertical bundle
is T ˚pM . The invertibility of the Hessian implies it defines an isomorphism
between TpM and T ˚pM .
Recall that in classical Morse theory, the gradient flow lines between two
critical points, x and y satisfy the differential equation:

9γ “ ∇f ˝ γptq,

with the boundary conditions limtÑ´8 γptq “ x and limtÑ`8 γptq “ y. We
want to define a Banach manifold structure on this space of trajectories
connecting the critical points of f and so we need to construct an appropriate
coordinate chart. In order to do so, we need to set up some structures. We
refer to [3] and [11] for the details.

Definition 2.3. We define a compactification of the real line and endow it
with a smooth manifold structure as follows: Let R :“ R

Ť

t˘8u with chart
map,

h : RÑ r´1, 1s

hptq “

$

&

%

´1, t “ ´8
t?

1`t2
, t P R

1, t “ `8.
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We can define the set of compact smooth curves in M joining x,y P M by:

C8x,ypR,Mq :“ tγ P C8pR,Mq : γp´8q “ x , γp`8q “ yu.

Using this definition of R, we see that if f P C1pR,Rq then,

|f 1ptq| “ |pf ˝ h´1
q
1
˝ h1ptqq| ď sup

sPr´1,1s

pf ˝ h´1
q
1
psq ¨

1

p1` t2q3{2
.

Since pf ˝ h´1q is a C1-function on a compact interval, pf ˝ h´1q1psq attains
in fact a maximum value. Hence in particular we see that f 1 P L2. The
foundation of this Banach manifold will be based on the Sobolev spaces.

Definition 2.4. We define the Sobolev Space, W k,ppR,Rnq where p P r1,`8q
and k P N0 by

W k,p
pR,Rn

q :“ tf P LppR,Rn
q : f piq P LppR,Rn

q for 0 ď i ď ku,

with norm ||f ||k,p “
`
řk
i“0 ||f

piq||
p
Lpq

1
p , where f piq are to be understood as the

ith derivative of f in the sense of distributions.

We shall only deal with the case k “ 1 and p “ 2, so that H1,2 “ W 1,2 is
also a Hilbert space with the natural inner product given by:

xf, gy1,2 :“ xf, gyL2 ` xf 1, g1yL2 .

Note that the space of smooth functions is not Banach, its completion w.r.t
the Sobolev norm equivalently defines the Sobolev space. We shall also need
the following fundamental theorems associated with Sobolev spaces:

Theorem 2.1 (Sobolev Embedding Theorem). Let U Ă R be open, if kp ą n
and k´np ă 1, then the following continuous embedding into the Hölder space
holds:

W k,p
pUq ãÑ C0,α

pUq for each α P p0, k ´ n{ps

hence, in particular, H1,2pU ,Rnq ãÑ C0pU ,Rnq.

Theorem 2.2 (Rellich-Kondrachov Theorem). Let U Ă R be bounded, if
d P Z`0 , kp ą n and k ´ np ă 1, then the following embedding holds:

W k`d,p
pUq ãÑ W k,p

pUq for each q P rp,8q

and moreover it is compact.



2 SPACE OF TRAJECTORIES 7

From the above estimate, we get that if A P C1pR, GLpn,Rqq and s P
H1,2pR,Rnq then,

||As||1,2 ď c ||s||1,2 , where c “ 2 maxt||A||8, ||A
1
||8u.

If we know further that f P C1pR,Rq satisfies fp˘8q “ 0, then from funda-
mental theorem of calculus and the above estimate, we obtain

|fptq ´ fpt0q| “

ˇ

ˇ

ˇ

ˇ

ż t

t0

f 1psqds

ˇ

ˇ

ˇ

ˇ

ď

ˇ

ˇ

ˇ

ˇ

ż t

t0

c

p1` s2q3{2
ds

ˇ

ˇ

ˇ

ˇ

ď c

ˇ

ˇ

ˇ

ˇ

1

t2
´

1

t20

ˇ

ˇ

ˇ

ˇ

ùñ |fptq| ď 1
t2

by setting t0 “ ˘8 ñ f P L2pR,Rq ñ f P H1,2pR,Rq.

The reason for introducing the Sobolev space is that we want our space of
trajectories to be a Banach manifold together with a notion of differentia-
bility and since the Sobolev space is the ideal candidate that satisfies these
properties, we can model our space of trajectories using H1,2pR,Rnq.

Definition 2.5. Let ξ be a C8pRq finite dimensional vector bundle on R
with smooth trivialisation φ given by φ : ξ

»
ÝÑ Rˆ Rn. We are able to define

a Sobolev structure on the associated vector space of sections of ξ as follows:

H1,2
pξq “ tφ´1

˚ psqptq “ φ´1
pt, sptqq : s P H1,2

pR,Rn
qu

so that ||φ´1
˚ psq||1,2 :“ ||s||1,2.

Remarks:

1. The Banach Space topology induced on H1,2pξq is independent of our
choice of trivialisation. Indeed, suppose ψ is another trivialisation then
the change in trivialisation is given by ψ ˝ φ´1 P C8pR, GLpn,Rqq
hence, ||φ´1

˚ s||ψ1,2 “: ||ψ˝φ´1
˚ psq||1,2 ď c1 ||φ

´1
˚ s||φ1,2. Similarly we obtain

||ψ´1
˚ s||φ1,2 ď c2 ||ψ

´1
˚ s||ψ1,2, which show that the norms induced by each

trivialisation are equivalent.

2. The contractibility of R implies the existence of a global trivialisation.
If two maps, f, g : R Ñ R are homotopic then their pullback bundles
are isomorphic. Since R is contractible, this means that the constant
map and the identity map are homotopic. As the pullback bundle of a
constant map is trivial, the vector bundle is trivial as well.
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We also notice that the map, H1,2 is a (covariant) functor from the category
of smooth vector bundles into the category of Banach spaces. In fact, this
functor is continuous.

Definition 2.6. A functor

Ω : VecC8pRq Ñ Ban

is called a section functor if it associates to each smooth vector bundle, ξ on
R, a vector space Ωpξq of sections in ξ such that Ω maps each smooth bundle
homomorphism φ : ξ Ñ η to a linear map Ω˚φ P LpΩpξq,Ωpηqq defined in a
natural way by pΩ˚φq ¨ s “ φ ¨ s, and

Ω˚ : C8pHompξ, ηqq Ñ LpΩpξq; Ωpηqq

is continuous (w.r.t the associated norms).

By analogy to the definition of the H1,2 functor, we can also define the L2

functor and furthermore we have:

Lemma 2.3. The functors H1,2, L2 : VecC8pRq Ñ Ban are section functors.

Proof. In the above remark, we have checked that the induced norm defines a
Banach space topology and that the norms induced by any trivialisations are
equivalent. In view of definition 2.5, w.l.o.g we may assume we are dealing
with the trivial case, i.e. ξ “ R ˆ Rn, η “ R ˆ Rm, H1,2pξq “ H1,2pR,Rnq,
L2pξq “ L2pR,Rnq and C8pHompξ, ηqq “ C8pR,Mpm ˆ n,Rqq. Now it
suffices to verify the continuity of H1,2

˚ and L2
˚. Let A P C8pR,Mpmˆn,Rqq,

then

||As||0,2 ď ||A||8 ¨ ||s||0,2
sup||s||0,2“1

ùùùùùùñ ||A||LpL2,L2q ď ||A||8,

which proves continuity of L2
˚.

By direct calculation and using that 2xu, vy ď ||u||20,2 ` ||v||
2
0,2, we obtain

||pAsq1||20,2 ď 2p ||A1s||20,2 ` ||As
1
||

2
0,2 q ď 2p ||A1||20,2 ¨ ||s||

2
8 ` ||A||

2
8 ¨ ||s

1
||

2
0,2 q.

Using the same estimate as above and the fundamental theorem of calculus,
we obtain

||spt1q|
2
´ |spt0q|

2
| “

ˇ

ˇ

ˇ

ˇ

ż t1

t0

d

dt
x|sptq|2, |sptq|2y dt

ˇ

ˇ

ˇ

ˇ

ď ||s||21,2 ñ ||s||8 ď ||s||1,2.

Combining these two estimates yields,
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||As||21,2 ď c2
p ||A1||20,2 ` ||A||

2
8 q ¨ ||s||

2
1,2

sup||s||1,2“1

ùùùùùùñ ||A||LpH1,2,H1,2q ď c
b

||A1||20,2 ` ||A||
2
8 . (1)

Hence if An Ñ A in C8pHompξ, ηqq then ||A1n ´ A1||0,2, ||An ´ A||8 Ñ 0
implying ||An ´ A||LpH1,2,H1,2q Ñ 0 which proves continuity of H1,2

˚ .

Remarks:

1. Our definition of R ensures that all the norms appearing in the above
proof are finite.

2. For A P H1,2pHompξ, ηqq, the estimate ||A||8 ď ||A||1,2 and (1) imply

H1,2
˚ : H1,2

pHompξ, ηqq Ñ LpH1,2
pξq;H1,2

pηqq

is continuous which is a stronger condition as it does not require smooth-
ness but just the square integrability of the homomorphism and that
of its weak first derivative.

3. The Sobolev Embedding theorem gives the continuous embedding of
sections, H1,2pξq ãÑ C0pξq.

Definition 2.7. We define the set,

P1,2
x,y “ texp ˝s P C0

pR,Mq : s P H1,2
ph˚Oq, h P C8x,ypR,Mqu

where pexp ˝sqptq “ exphptq sptq. Due to the Sobolev Embedding theorem, s P
H1,2ph˚Oq ãÑ C0ph˚Oq and as such sp˘8q “ 0, so P1,2

x,y contains continuous
curves joining critical points x and y.

P1,2
x,y can be described as the set of continuous curves on M that can be

homotoped via the exponential map to smooth curves between critical points.
In order to show that this set is indeed a smooth Banach manifold, we need
to construct a smooth atlas.

Lemma 2.4. Given ξ, η P VecC8pRq and an open and convex neighbourhood
of the zero section, O Ă ξ, then any smooth map f P C8pO, ηq satisfying
fp˘8, 0q “ p˘8, 0q (w.r.t any trivialisation) induces a continuous map on
H1,2pOq “ ts P H1,2pξq : spRq Ă Ou given by,

f˚ : H1,2
pOq Ñ H1,2

pηq

s ÞÑ f˚s “ f ˝ s.



2 SPACE OF TRAJECTORIES 10

Although the above lemma holds for any smooth vector bundle on R, in this
article we only deal with the pullbacks of the tangent bundle by smooth and
compact curves and in this case we notice that there is an obvious choice for
such an f , namely the exponential map (acting between pullback bundles).
So let h P C8x,ypR,Mq, then we define the pullback by

h˚TM TM

R M

pr2

pr1 τ

h

where τ ˝ pr2pt, ξq “ h ˝ pr1pt, ξq. Also, h˚O Ă h˚TM is open since O is.
For a closed (compact and boundaryless) Riemannian manifold, pM, gq, we
know that exp |p is a local diffeomorphism in an open neighbourhood of zero
in TpM for any p PM . So there exists an open neighbourhood, O of the zero
section in the tangent bundle τ : TM ÑM such that

pτ, expq : O »
ÝÑ ∆ ĂM ˆM

ξ ÞÑ pτpξq, exppξqq

is a diffeomorphism.

Proof of lemma 2.4. Since f is a smooth bundle map on O, so in particular
the differential of its fibre restriction defines a continuous function on R and
can be uniformly bounded due to the compactness of R and as such ft are
Lipschitz continuous. So w.r.t any trivialisation of ξ, we have:

|ftpxtq ´ ftpytq| ď c |xt ´ yt|,where xt, yt are fibre elements at t P R

and given a smooth section, s, letting xt “ sptq and yt be the zero section we
obtain from the triangle inequality:

|f ˝ psptqq| “ |ftpsptqq| ď c |sptq| ` |ftp0q|.

Since ftp0q P C
8pR, ηq hence is in H1,2pηq, again w.r.t any trivialisation im-

plying f ˝ s P L2pηq. Considering the second order differential of ft, similarly
as above we obtain the estimate:

|dftp 9xtq ´ dftp 9ytq| ď c1 | 9xt ´ 9yt|

and analogously this shows that pf ˝ sq1 P L2pηq hence f˚ is well-defined and
is continuous w.r.t the H1,2 norm since ||sn||1,2 Ñ 0 implies ||pf ˝ sqn||1,2 Ñ
0.
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We can now give the fundamental theorem that will allow us to define smooth
charts for P1,2

x,y .

Theorem 2.5. The map, f˚ defined in lemma 2.4 is smooth and its kth

derivative is given by Dkf˚psq “ H1,2
˚ pF

kf ˝ sq.
Here Ff : O Ñ Hompξ; ηq denotes the fibre derivative of f , i.e. the derivative
of fp w.r.t the fibre elements in Op, more explicitly

Ffpvqpwq :“ d
dt

ˇ

ˇ

ˇ

t“0
pfpv ` twqq where v, w are in the same fibre.

F kf : O Ñ Hom pξ ‘ ...‘ ξ
looooomooooon

k times

; ηq – Hom pξ ‘ ...‘ ξ
looooomooooon

k-1 times

; Hompξ; ηqq

Sketch of proof. The proof is by induction. The case k “ 0 has been proven
in lemma 2.3. For k “ 1, given x, y P O in the same fibre, we define:

Θ : O ‘O Ñ Hompξ, ηq

Θpx, yq ¨ z “

„
ż 1

0

Ffpx` tpy ´ xqq dt´Ffpxq



¨ z.

By a change of variable we have that

Θpx, yqpy´ xq “

ż y

x

Ffpαqdα´Ffpxqpy´ xq “ fpyq ´ fpxq ´Ffpxqpy´ xq,

which implies together with the second remark on page 9,

f˚psq “ f˚ps0q `H
1,2
˚ pFf ˝ s0q ¨ ps´ s0q `H

1,2
pΘqps0, sq ¨ ps´ s0q.

Using that H1,2pΘqps0, s0q “ 0, limsÑs0 H
1,2pΘqps, s0q “ 0 and the above

equation, this gives
Df˚ps0q “ H1,2

˚ pFf ˝ s0q

which is moreover continuous on H1,2pOq. For k “ 2, we consider the map
gpt, ξq “ Ffpt, ξq´Ffpt, s0ptqq which satisfies the properties of f and so from
case k “ 1 this gives: D2f˚ps0q “ Dg˚s0 “ H1,2

˚ pF
2f ˝ s0q and repeating the

same argument (formally by induction) the proof is accomplished.

Note that in the above proof, the convexity of O ensures that Θ is well-
defined.

Theorem 2.6. P1,2
x,y is a smooth Banach manifold with atlas (strictly speaking

this is a parametrisation, i.e. the chart is actually given by the inverse)

tH1,2
ph˚Oq, H1,2

pexphquhPC8x,ypR,Mqu, where H1,2
pexphqpsq “ exp ˝s.
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Proof. Define
φh : h˚O Ñ RˆM

pt, ξq ÞÑ pt, exphptq ξq

As seen earlier this is a local diffeomorphism, i.e. φh is an embedding in
an open neighbourhood of the graph of h. Let Uh :“ φhph

˚Oq Ă R ˆM ,
H1,2pUhq :“ tg P C0pR,Mq : pt, gptqq Ă Uh, φ

´1
h ˝ pid, gq P H1,2ph˚Oqu Ă

C0
x,ypR,Mq and

H1,2
pφ´1

h q : H1,2
pUhq Ñ H1,2

ph˚Oq
g ÞÑ φ´1

h ˝ pid, gq

then it follows that from these definitions that
ď

hPC8x,ypR,Mq

H1,2
pUhq

defines an open cover for P1,2
x,ypR,Mq and tH1,2pφ´1

h quhPC8x,ypR,Mqu is a family of

bijective maps. To conclude that P1,2
x,y is a smooth Banach manifold we need

to check that the transition maps are indeed smooth. So suppose Uh
Ş

Uf ‰
H, we need to show H1,2pφ´1

f q ˝ H
1,2pφ´1

h q
´1 is a diffeomorphism. We now

appeal to our fundamental theorem 2.5 above. Let Oh “ φ´1
h pUh

Ş

Uf q Ă
h˚O and analogously define Of so that these sets satisfy the conditions of
lemma 2.4. Considering the maps:

Φfh “ φ´1
f ˝ φh : Oh Ñ Of

Φfhpt, ξq “ pt, exp´1
fptqpexphptq ξqq

which satisfy Φfhp˘8, 0q “ p˘8, 0q since our curves converge to critical
points x and y, thus applying theorem 2.5 gives that H1,2pφ´1

f q ˝H
1,2pφ´1

h q
´1

and pH1,2pφ´1
f q ˝ H

1,2pφ´1
h q

´1q´1 “ H1,2pφ´1
h q ˝ H

1,2pφ´1
f q

´1 are smooth as
required.

Given this Banach manifold, we now want to construct a vector bundle on
it which will allow us to define the section map, F upon which this whole
theory is founded. To do so we need to look at the Levi-Civita connection,
K on pM, gq. We first recall some facts about the vertical and horizontal
bundle of a fibre bundle, τ : E Ñ B. The vertical bundle, V is a subbundle
of TE defined as:

V “ tξ P TE : dτpξq “ 0u

i.e. Ve is the tangent space to the fibre at each point, e P E and the horizontal
bundle, H is a (non-canonical) complementary space of V such that TE “

V ‘ H. A connection is a projection, K onto V and hence defines H. In
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the case of a vector bundle, the fibres are simply vector spaces and as such
there is a natural isomorphism between the fibre and Ve, thus we can write
K : TE Ñ E. Returning to our case, where E “ TM , B “ M , we simply
have the decomposition T pTMq “ V ‘ H “ kerpdτq ‘ kerpKq. Hence we
also see that Kpξq|Vξ and dτpξq|Hξ are isomorphisms. Since exp : O Ñ M
is a local diffeomorphism, d exppξq is an isomorphism for each ξ P O, so the
following mappings are well-defined isomorphisms:

∇1 exppξq “ d exppξq ˝ pdτpξq|Hξq
´1 : TτpξqM

»
ÝÑ TexppξqM,

∇2 exppξq “ d exppξq ˝ pKpξq|Vξq
´1 : TτpξqM

»
ÝÑ TexppξqM.

∇2 exppξq is thus the fibre derivative of the exponential map at ξ. In the
zero section, the horizontal bundle, H can be canonically identified with the
tangent bundle, TM giving that ∇1 expp0qpγ1p0qq “ d

dt
pexppγptq, 0qq|t“0 “

γ1p0q, i.e. ∇1 expp0q “ Id. Similarly, ∇2 expp0q “ Id. Consequently,

Θpξq “ p∇2 exppξqq´1
˝∇2 exppξq “ pKpξq|Vξq ˝ pdτpξq|Hξq

´1

is a smooth map with Θp0q “ Id and its fibre derivative at 0 is 0. These
definitions allows us to write the fibre derivatives of the transition map, Φfh

by
FΦfhpt, ξq “ ∇2 exppexp´1

fptqpexphptq ξqq
´1
˝∇2 exppξq. (˚)

Also, using that ∇tξ :“ Kp 9ξq and dτp 9ξq “ 9h, for section ξ based at h we
have

B

Bt
pexp ξq “ ∇1 exppξqp 9hq `∇2 exppξqp∇tξq. (˚˚)

The following theorem allows us to define Banach bundles, including the
tangent bundle, on our space of trajectories, P1,2

x,y .

Theorem 2.7. Let Π : VecC8 Ñ Ban be a section functor such that Π˚ :
H1,2pHompξ, ηqq Ñ LpΠpξq; Πpηqq is continuous. Then the domain of Π
can be extended uniquely to continuous vector bundles which are of the form
g˚TM for g P P1,2

x,y and moreover

ΠpP1,2˚
x,y TMq “

ď

gPP1,2
x,ypR,Mqq

Πpg˚TMq

is a Banach bundle on P1,2
x,y .

The proof is essentially defining a fibre at each g “ exph s by

Πpg˚TMq “ tJgh ¨ v : v P Πph˚TMqu,
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where Jghptq “ ∇2 exp pξptqq P C0pHomph˚TM, g˚TMqq and ξ P C0ph˚Oq
and verifying that Jgh provides a smooth trivialisation which is again achieved
by theorem 2.5. We note that L2 and from the second remark on page 9, H1,2

both satisfy the condition on Π. Moreover from p˚q we have the identity,

∇2 exppΦfh ˝ sqq ˝ pFΦfh ˝ sq ¨ v “ ∇2 exppsq ¨ v,

from which we deduce that:

pJgf q
´1
˝ Jgh “ H1,2

˚ pFΦfh ˝ sq “ DΦfh˚psq.

Since the tangent space of a manifold isomorphic to the modelled space by
the differential of the chart map, we have that the image of Jgh is in fact the
tangent space at g P P1,2

x,y . Hence

H1,2
pP1,2˚

x,y TMq “
ď

gPP1,2
x,ypR,Mqq

H1,2
pg˚x,yTMq

is the tangent bundle of P1,2
x,y , i.e. TP1,2

x,y “ H1,2pP1,2˚
x,y TMq.

Theorem 2.8. Given a smooth vector field, X on M s.t Xpxq “ Xpyq “ 0,
then the mapping C8x,ypR,Mq Q γ ÞÑ 9γ `X ˝ γ P C8pγ˚TMq can be extended
to a smooth section, Γ from P1,2˚

x,y pR,Mq in the Banach bundle L2pP1,2˚
x,y TMq.

We omit the proof of this theorem which is again just a verification of smooth-
ness. We point out here that using our chart coordinates, the above triviali-
sation given by Jgh, and p˚˚q we can trivialised Γ by:

Γ : H1,2
ph˚Oq Ñ L2

ph˚Oq
ξ ÞÑ ∇tξ `Θpξq 9h`∇2 exppξq´1

pX ˝ exphqpξq

We shall refer to this crucial trivialisation throughout this article.

Corollary 2.8.1. Given a smooth Morse function f on M, the mapping

F : P1,2
x,y Ñ L2

pP1,2˚
x,y TMq

s ÞÑ 9s`∇f ˝ s

describes a smooth section in the L2-bundle and locally can be represented at
γ P C8x,y by

Floc,γ : H1,2
pγ˚Oq Ñ L2

pγ˚TMq

Floc,γpξqptq “ ∇tξptq ` gpt, ξptqq,

where g : R ˆ γ˚O Ñ γ˚TM is smooth and maps to the same fibre, sat-
isfies gp˘8, 0q “ 0 and is endowed with the asymptotic fibre derivatives
D2gp˘8, 0q “ 0, which are the conjugated linear operators of the Hessians
of f at x and y, respectively.
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The fact that D2gp˘8, 0q “ 0 is conjugated to Hessian can easily be seen
from the above trivialisation together with fact that FΘp0q “ 0 and the
fibre linearisation of ∇f corresponds to the Hessian of f . In general, we can
replace the vector field, ∇f by

Xht “
∇ht

b

1` | 9ht|2|∇ht|2
, where

Bht
Bt
“ 0, for |t| ą R.

This asymptotically constant time dependent vector field, which we will con-
sider in more detail in the compactness section, will be crucial in proving
that the Morse homology is independent of the choice of Morse function.
The space of trajectories, P1,2

x,y consists of continuous curves connecting x
and y and in particular, contains the curves lying in the intersection of the
stable manifold of y and unstable manifold of x. The reason for considering
the above map, F lies in the fact that its zeroes correspond to these curves.

Proposition 2.1. The zeroes of F : P1,2
x,y Ñ L2pP1,2˚

x,y TMq are exactly the
smooth curves which solve the ODE 9s “ ∇f ˝ s and satisfy the conditions
limtÑ´8 sptq “ x and limtÑ`8 sptq “ y.

This proof is accomplished by the following straightforward, yet crucial,
lemma which will also be useful to prove the compactness of this submanifold
of zeroes.

Lemma 2.9. Let X : Up0q Ñ R be a smooth vector field defined on a neigh-
bourhood of 0 P Rn such that Xp0q “ 0 and DXp0q is non-singular and
symmetric. Then, there exists ε ą 0 s.t for each solution 9s “ Xpsq with
limtÑ8 sptq “ 0 we can find constants c ą 0 and t0psq P R s.t |sptq| ď c e´εt

for t ą t0psq.

proof of proposition 2.1. pñq Since each solution, γ is weakly differentiable
(due to the definition of P1,2

x,y using the Sobolev space) so it suffices to check
for smoothness. We argue by bootstrapping and using the fact that f is
smooth, i.e. γ1 “ ´∇f ˝ γ ñ γ2 “ ´ B

Bt
p∇f ˝ γq ñ γpkq “ ´ Bk

Btk
p∇f ˝ γq, so γ

is smooth (in the weak sense) and the Sobolev Embedding theorem implies
it is indeed smooth.
pðq We now want to show that a smooth solution, s is indeed in the zero
section of F . In view of the manifold structure we defined on R, it suffices
to show that s ˝ h´1 : r ´1, 1s Ñ M is C1 and ps ˝ h´1q1 ˝ hp˘8q “ 0 then
it holds that is in the Sobolev space and as such is in P1,2

x,y . We already

have from above, ps ˝ h´1q1 ˝ h “ 9sptq ¨ p1` t2q
3
2 . For a Morse function, f , its

Hessian (in local coordinates) satisfies the above lemma, with the vector field
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satisfying ∇fpxq “ ∇fpyq “ 0. The fact that M is compact and X “ ∇f
is smooth imply it is Lipschitz and the relation Xpsq “ 9s gives | 9s| ď d|s|
hence 9s decreases exponentially as well. This yields the desired limit on
ps ˝ h´1q1ptq.

In classical Morse theory, we needed the transversality condition, i.e.
W f
u pxq&W

f
s pyq, such that the sum of their tangent space span the tangent

space of the manifold itself. Then from the theorem about transversality
(which is a consequence of the Implicit function theorem), W f

u pxq
Ş

W f
s pyq

is submanifold of M . In order, to achieve a similar result in this setup, we
notice that if we show that DF psq is surjective for each s P F´1p0q then the
(Banach space version) Implicit function theorem will give us a submanifold
structure on F´1p0q. However in the infinite dimensional setting it is not that
straightforward, this leads us to the notion of Fredholm operators.



3 Analysis of Fredholm Operators

Before analysing the section map F , we start with the trivial case and then
transfer the results to the non-trivial case in a way that is independent of
the choice of coordinate charts. So we look at linear operators on the trivial
bundle, Rˆ Rn of the form,

FA : H1,2
pR,Rn

q Ñ L2
pR,Rn

q

s ÞÑ 9s` As,

where A P C0
b pR,EndpRnqq, i.e. Aptq is an n ˆ n matrix for each t and

||A||8 ă `8.

The fundamental theorem of this section is that Spectral flow is equal to the
Fredholm Index, i.e. the net change in the number of negative eigenvalues of
A is equal to the Fredholm index of FA.

Definition 3.1. A linear operator, K : X Ñ Y is compact if KpBp0, 1qq is
compact, i.e. the image of unit ball is precompact.

Definition 3.2. A Fredholm operator is a bounded linear operator, F : X Ñ

Y , where X, Y are Banach spaces such that dimpkerpF qq, dimpcokerpF qq ă
`8 and RpF q is closed. We define the Fredholm index of F by

indpF q “ dimpkerpF qq ´ dimpcokerpF qq.

If we drop the assumption that cokerpF q is finite dimensional, F is then called
a semi-Fredholm operator.

An equivalent definition:

Definition 3.3. F : X Ñ Y is a Fredholm operator if there exists a compact
operator, K : Y Ñ X such that Id´F ˝ K and K ˝ F ´ Id are compact
operators.

We shall denote the space of Fredholm operators by FpX, Y q and the space
of compact operators by CompX, Y q.
Remarks:

1. In the above definition, RpF q is closed is a redundant condition: let C
be a complementary space to RpF q in Y , then since C – cokerpF q, it
is finite dimensional. F induces an injective map, F̃ : X{ kerpF q Ñ Y .
So let S : X{ kerpF q ‘ C Ñ Y by Spx, yq “ F̃ pxq ` y, then RpF q –
SpX{ kerpF q ‘ t0uq. Since S is a bounded linear bijective map, the
Inverse Bounded theorem implies it is a toplinear isomorphism and as
such SpX{ kerpF q ‘ t0uq is closed since X{ kerpF q ‘ t0u is.
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2. A linear isomorphism is a Fredholm operator of index 0. So we may in-
terpret Fredholm operators as nearly invertible operators when working
in infinite dimensional spaces.

Properties of Fredholm Operators

1. If F1 P FpY, Zq and F1 ˝ F2 P FpX,Zq then F2 P FpX, Y q and
indpF1 ˝ F2q “ indpF1q ` indpF2q

2. FpX, Y q is open in LpX, Y q and moreover, ind : F Ñ Z is a locally
constant function.

3. If K is compact and F is Fredholm then F `K is Fredholm and
indpF `Kq “ indpF q

Sketch of proof.
1) We simply consider the short exact sequence 0 Ñ kerpF2q ãÑ kerpF1˝F2q Ñ

kerpF1q
Ş

RpF2q Ñ 0 and by dimension counting it follows that kerpF2q is
finite dimensional. A similar argument can be carried out for the cokernel.
2) Denote by K,C and R the kernel, cokernel and range of F respectively.
Then we can write X “ X1‘K and Y “ Y1‘R. F induces an isomorphism,
F0 : X1 Ñ R. We can choose ε ą 0 such that if ||F ´ L|| ă ε then the
induced map, L0 is an isomorphism as well. Let p be the projection on R
and i : X1 ãÑ X, then L0 “ p ˝ L ˝ i and p, L0, i are Fredholm of indices
´ dimpKq, 0, dimpCq hence from property 1) 0 “ indpSq ´ indpF q.
3) is trivial from the second definition of Fredholm operator.

Definition 3.4. Given a Hilbert space, H a bounded linear operator, A is
self-adjoint (s.a) if xAx, yy “ xx,Ayy for each x, y P H.

We will use the following notations;

S “ tA P GLpn,Rq : A is s.au

A “ tA P C0
b pR,EndpRn

qq : A˘ “ Ap˘8q P Su

In classical Morse theory, we saw that the Hessian matrix is self-adjoint
and we defined the Morse index of a critical point of f as the number of
negative entries of the Hessian matrix in Morse coordinates, or equivalently
the number of negative eigenvalues. We define by analogy the Morse index
of a self-adjoint operator, A by:

µpAq “ #pσpAq
č

R´q,
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where σpAq “ tλ : detpA ´ λIq “ 0u denotes the finite spectrum of A, i.e.
the set of eigenvalues counting multiplicity. The map, F can also be viewed
as,

F : C0
b pR,EndpRn

qq Ñ LpH1,2;L2
q

F pAptqq “ FAptq.

This is map is continuous since,

||pFA ´ FBqpsq||0,2 “
`

ż `8

´8

|pA´Bqs|2 dt
˘1{2

ď ||A´B||8||s||1,2

sup||s||1,2“1

ùùùùùùñ ||FA ´ FB||LpH1,2;L2q ď ||A´B||8,

so taking AÑ B in C0
b gives FA Ñ FB in L.

We aim to prove the following theorem:

Theorem 3.1. If A P A, then FA is a Fredholm operator.

Lemma 3.2. Given Banach spaces, X, Y and Z and F P LpX;Y q, K P

CompX;Zq and c ą 0 such that

||x||X ď c p||Fx||Y ` ||Kx||Zq, for all x P X

then F is a semi-Fredholm operator.

Proof. We first show that kerpF q is finite dimensional then RpF q is closed.
Pick a sequence txku

8
k“0 Ă kerpF q with ||xk|| “ 1, then we get ||xn ´ xm|| ď

cp||Kpxn ´ xmqq||q. Since K is compact, we can extract a convergent subse-
quence of tKxku

8
k“0 and hence of txku

8
k“0. This implies S “ tx P kerpF q :

||x||X “ 1u is sequentially compact hence compact. By Riesz’s lemma, the
unit ball in an infinite dimensional space is not compact; hence kerpF q must
be finite dimensional.
Suppose now that Fxk Ñ y P Y , then we need to show there exists x P X
such that Fx “ y. Let’s assume txu8k“1 is bounded then we can extract a
convergent subsequence of tKxku

8
k“1, say tKyku

8
k“1. Hence we have

||yn ´ ym||X ď c p||F pyn ´ ymq||Y ` ||Kpyn ´ ymq||Zq.

Since tyku
8
k“1 is Cauchy and X is Banach,

yk Ñ z ñ Fyk Ñ Fz

and by uniqueness of limit y “ Fz. If txu8k“1 was unbounded, then w.l.o.g
we may assume txu8k“1 R kerpF q and furthermore, Hahn-Banach theorem
implies that kerpF q has a closed complementary space. By normalising we
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may set ||xk||X “ 1, so we get that Fxk Ñ 0. On the other hand, the
compactness of K and our assumed inequality imply that we may extract
a subsequence,tyku

8
k“0 converging to z with ||z||X “ 1 and Fz “ 0, which

contradicts that z R kerpF q.

We shall also need some simple properties of the Fourier transform to prove
theorem 3.1.

Definition 3.5. The Fourier transform of f is defined by;

rFpfqspyq “
ż

R
eixyfpxqdx

when it exists. (Note that it always exists for L1 functions).

Theorem 3.3. F is an isometry on L2pR,Rnq, i.e. ||Fpfq||0,2 “ ||f ||0,2.

Proof. F is an isometry on the Schwartz space and the latter is dense in L2,
so we may extend to L2 by continuity.

Properties of Fourier Transform

1. F is linear.

2. Fp 9fq “ iy ¨ Fpfq

Proof of theorem 3.1.
The proof is carried out in 4 steps:
S1: Let A P A be a non-zero constant map. Then we define a map ω : L2 Ñ

L2 by ω ˝ sptq “ t ¨ sptq. From the properties of F , we can write

FA “ F´1
˝ piω ` Aq ˝ F .

Since A is invertible so 0 is not an eigenvalue. Denote by λ0 “ min |σpAq| ą 0.
If we define an operator,

B : Rn
Ñ EndpCn

q

α ÞÑ iαI ` A

For A P A, the spectral theorem implies that A has real eigenvalues and its
eigenvectors provide an orthonormal basis, hence 0 R σpBq “ iα ` σpAq ñ
B´1 exists and has eigenvalues pσpBqq´1 ñ ||Bpαq´1|| ď supλPσpBq |λ|

´1 “

1{
a

λ2
0 ` α

2. Let
C : Rn

Ñ EndpCn
q

αÑ
?

1` α2
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so

||CpαqBpαq´1
|| ď

?
1` α2 ¨

1
a

λ2
0 ` α

2
ď maxp

1

λ0

, 1q “: d

By the isometry of F and the Polarisation Identity, we also have xFx,FyyL2 “

xx, yyL2 . Hence

|xF´1CB´1Fξ, ηyL2 | “ |xCB´1Fξ,FηyL2 | ď ||CB´1
||8 ||ξ||0,2 ||η||0,2

||F´1CB´1FF´1BFs||20,2 “ ||
?

1` α2Fs||20,2

“

ż

R
p1` α2

q|Fspαq|2dα

“ ||Fpsq||20,2 ` ||Fp 9sq||20,2 “ ||s||
2
1,2

this yields ||s||1,2 ď d ||F´1BF ||0,2 “ d ||FAs||

S2: We can generalise the above inequality for any A P A as follows:
There exists T ą 0 such that

||s||1,2 ď cT ||FAs||0,2 if s|r´T,T s “ 0.

The proof is essentially using the continuity of A, i.e. ||A˘ ´ Aptq|| Ñ 0 as
tÑ ˘8. Then we can apply the estimate from S1 to A˘.

S3: We now show that FA is semi-Fredholm.

1

2
| 9s|2 ` 2x 9s, Asy ` 2|As|2 “

1

2
x 9s` 2As, 9s` 2Asy ě 0

ñ

ż T

´T

| 9s` As| dt ě

ż T

´T

p| 9s|2{2´ |As|2q dt ě
1

2

ż T

´T

| 9s|2 dt´||A||8

ż T

´T

|s|2 dt

So choosing c ą 0 large enough gives

ñ

ż T

´T

p|s|2 ` | 9s|2q dt ď c

ż T

´T

p|s|2 ` |FAs|
2
q dt .

Considering a smooth cut-off function,

βptq “

"

0, |t| ě T ` 1
1, |t| ď T

with 9βptq ‰ 0 for |t| P pT, T ` 1q, we have sptq “ βptqsptq ` p1 ´ βptqqsptq.
Hence βs satisfies the above estimate and p1 ´ βqs is as in S2, using the
triangle inequality we obtain:
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||s||1,2 ď cp||s||L2r´T´1,T`1s ` ||FAs||0,2q

We can rewrite the above as:

||s||1,2 ď cp||Ks||0,2 ` ||FA||0,2q

where,

K : H1,2
pR,Rn

q Ñ H1,2
pr´T ´ 1, T ` 1s,Rn

q ãÑ L2
pr´T ´ 1, T ` 1s,Rn

q.

Here the first map is simply by restriction as p1 ´ βptqqsptq has compact
support, r´T ´ 1, T ` 1s and the second map is from Rellich-Kondrachov
theorem which is a compact embedding. So lemma 3.2 allows us to conclude
that FA is semi-Fredholm for any A P A and hence from self-adjointness in
particular, F´AT is also semi-Fredholm.

S4: To conclude that FA is Fredholm, we need to show cokerpFAq is finite
dimensional. Since L2 is Hilbert, we have an orthogonal decomposition

L2
“ RpFAq ‘RpFAq

K and cokerpFAq – RpFAq
K

ñ for r P RpFAq
K, xr, 9s ` Asy “ 0 @s P H1,2. C80 pR,Rnq is dense in H1,2

ñ xr, 9φyL2 “ ´xr, AφyL2 @φ P C80

ñ xr, 9φyL2 “ ´xAT r, φyL2

i.e. r is weakly differentiable and 9r “ AT r P L2 Ñ r P H1,2 and 0 “ 9r´AT r “
F´AT prq

ñ cokerpFAq – kerpFAT q

so from S3, dimpcokerpFAqq ă `8

In view of the above theorem, we denote by Σ Ă FpH1,2pR,Rnq, L2pR,Rnqq,
the set of operators, FA. We can define an equivalence relation as follows:
FA „ FB if A˘ “ B˘ i.e. the Fredholm operators are equivalent if they
are equal at ˘8 and denote the equivalence classes by ΘFA . The following
lemma will be crucial in orientating the space of trajectories.

Lemma 3.4. ΘFA is contractible in Σ.

Sketch of proof. Let A be a class representative. Define a homotopy by:

H : r0, 1s ˆΘFA Ñ ΘFA

Hpα, FBq “ Fp1´αq¨B`α¨A

so that Hp0, ¨q is the identity and Hp1, ¨q is the constant map. The continuity
of H follows by a simple proof by contradiction argument.
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From property 2) of Fredholm operators and the above lemma, it follows
that the index is in fact constant on each equivalence class, i.e. the index of
FA depends only on A˘. Remember that our objective is to prove that the
Spectral flow equals the Fredholm Index. In order to simplify the proof we
make the following observation:
If A P S then it is diagonalisable since the spectral theorem implies the
existence of an invertible matrix, C such that

CAC´1
“

¨

˚

˚

˚

˝

λ1 0 ¨ ¨ ¨ 0
0 λ2 ¨ ¨ ¨ 0
...

...
. . .

...
0 0 ¨ ¨ ¨ λn

˛

‹

‹

‹

‚

and w.l.o.g we may order the eigenvalues by sign, i.e. sgnpλk`1q ď sgnpλkq
and furthermore, that by swapping columns of C if necessary, assume that
detpCq ą 0. So applying the above to Ap˘8q “ A˘, we can find C˘ P

C8pR, GLpn,Rqq such that

C˘A˘pC˘q´1
“ diagpλ˘1 , ..., λ

˘
n q

and is asymptotically constant such that Cptq “ C˘ for |t| ą 1. Note that
the fact that we chose detpC˘q ą 0 ensures that such a smooth function
Cptq exists since C˘ belong to the same pathwise connected component of
GLpn,Rq. Then a simple computation gives

CFAC
´1
“ F 9C´1C`CAC´1 .

By the asymptotic assumption, for large t, 9C´1 “ 0 and hence CFAC
´1 P

Θdiagpλ˘1 ,...,λ
˘
n q
ñ indpCFAC

´1q “ 0 ` indpFAq ` 0 “ indpFAq.
The following theorem will allow us to make the connection between the
relative Morse index (or Spectral Flow) and the Fredholm index. We point
out here that our definition of the relative Morse index using the spectral
flow allows us to work in infinite dimensional settings since the calculation of
the Spectral flow avoids us having to consider 8´8 which does not makes
sense for critical points of infinite indices.

Theorem 3.5.
indpFAq “ µpA´q ´ µpA`q

Proof. With regards to the above discussion and lemma 3.4 , we can simply
consider Aptq “ diagpλ1ptq, ..., λnptqq satisfying the properties in our discus-
sion. Under these circumstances, we see that

kerpFAq “ ts P H
1,2 : 9s “ ´Asu “ ts P H1,2 : 9si “ ´λisi, i “ 1, .., nu
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The differential equation dy
dt
“ ´λy ô y “ be´λt can have an asymptotically

zero solution at `8 p´8q only if λ ą 0pλ ă 0q. We see immediately that
s P kerpFAq if and only if λ´i ă 0 and λ`i ą 0 giving that:

dimpkerpFAqq “ number of corresponding λ s changing sign from -ve to +ve

“ maxpµpA´q ´ µpA`q, 0q.

Note that the second equality follows due to our ordering of the eigenvalues
by sign. Similarly from the result in S4 of theorem 3.1,

dimpcokerpFAqq “ dimpkerpF´AT qq

“ dimpkerpF´Aqq

“ maxp´pµpA´q ´ µpA`qq, 0q.

Having now proved that the change in Morse index is equal to Fredholm
index, we need to transfer these results to the non-trivial case, i.e. when our
bundles are H1,2pξq and L2pξq. Referring back to our operator, F : P1,2

x,y Ñ

L2pP1,2˚
x,y TMq which has local representation, F pξqptq “ ∇tξptq ` gpt, ξptqq,

we wish to transfer the result of the above theorem to a linearisation of F
(which we shall see is Fredholm). Since the covariant derivative, ∇t is R-
linear, so the linearisation of F at s is of the form ∇t `D2gpsq. This should
be enough motivation for the following definition.

Definition 3.6.

Σξ,∇ :“

"

FA : H1,2pξq Ñ L2pξq :
FAs “ ∇ts` As s.t A P C

0pR,Endpξqq
with A˘ “ pA˘qT and are invertible

*

In the above definition, ∇ denotes a covariant derivative associated with the
vector bundle, ξ on R. Note that since ξ is a trivial bundle, we may choose
a frame field (dependent on a trivialisation), i.e. a set ts1, ..., snu of smooth
sections which form a basis for the fibre at each p P R. Then we may write:

∇ts “ ∇tpaisiq “ 9aisi ` ai∇tsi “ 9aisi ` aiΓiksk

Here we have used the Einstein notation, i.e. bisi “ Σn
i“1bisi. So we may

write in coordinates given by the frame field together with a trivialisation,

∇triv
t s “ 9s` Γs, where Γ P C8pR,EndpRn

qq and s P H1,2
pR,Rn

q.

Remark that the trivialised covariant derivative is obtained by ∇triv
t s “

φ˚∇tφ
´1
˚ s with φ as in definition 2.5. Before using the Fredholm property,
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we need to ensure that our calculations does not depend on our choice of
trivialisation. By the product rule, we see that the change of trivialisation
acts on the trivialised covariant derivative as follows:

Ψ´1∇triv
t pΨsq “ p

B

Bt
`Ψ´1 9Ψ`Ψ´1ΓΨqs,

where Ψ “ φ ¨ ψ´1 P C8pR, GLpn,Rqq. So the trivialised operator, F triv
A,∇ “

φ ˝ FA ˝ φ
´1 changes as

Ψ´1F triv
A,∇pΨsq “ p

B

Bt
`Ψ´1 9Ψ`Ψ´1ΓΨ`Ψ´1AΨqs.

So by our analysis in section 1, 9Ψp˘8q “ 0 and we see that if Γp˘8q “ 0,
then

Ψ´1F triv
A,∇Ψ “

B

Bt
`Ψ´1AΨ.

So if the Fredholm property (finite dimensional kernel and cokernel) holds
for trivialisation, φ then it holds for any trivialisation, ψ with same index.

Lemma 3.6. Given the tangent bundle, τ on Riemannian manifold, pM, gq
with a covariant derivative, ∇, by pulling back by a curve, u : R Ñ M , we
obtain a covariant derivative, u˚∇ on the pullback bundle u˚TM and for this
induced covariant derivative Γp˘8q “ 0.

Proof. Choosing a local frame field for TM , we have the representation:

∇vwppq “ Dwppq ¨ v ` v ¨ Γ̃ppq ¨ w,

where Γ̃ppq is an nˆn matrix. Since 9up˘8q “ 0 and in the pullback bundle,
u˚TM , ru˚∇stpξpuptqqq :“ u˚p∇ 9uptqξptqq (see [9]). So Γptq “ 9uptq ¨ Γ̃puptqq and
hence Γp˘8q “ 0.

Hence if FB P Σξ,∇, then by trivialising we obtain

φ ¨ FB ¨ φ
´1
P ΘFA , with A˘ “ φp˘8qBp˘8qφ´1

p˘8q,

i.e. we have reduced our problem to the trivial case in a manner which is
independent of φ, so we have a well-defined notion of Fredholm operator on
the pullback bundle. Thus, we can say that FB is a Fredholm operator and
from theorem 3.5, indpFBq “ µpA´q ´ µpA`q. Returning back to the map
F : P1,2

x,y Ñ L2pP1,2˚
x,y TMq, we have:

Corollary 3.6.1. F : P1,2
x,y Ñ L2pP1,2˚

x,y TMq is a Fredholm map, i.e. its
differential, DF psq is a Fredholm operator, and

indpDF psqq “ µpD2gp´8, 0qq ´ µpD2gp`8, 0qq

“ µpxq ´ µpyq.



4 Transversality

The aim of this section is to show that transversality is a generic condition, in
other words, we can find perturbations such that F&0 and as a consequence,
F´1p0q is a manifold. To give a motivation for transversality, we consider the
surfaces given by x2 ` y2 ´ z2 “ 1 and x “ 1. The intersection of these two
manifolds is given by tp1, y,˘yq : y P Ru which is not a manifold. However
notice that if we allow a small perturbation of x “ 1 to x “ 1.01, then the
intersection is indeed a manifold. A more precise statement of the above
observation is given by the following theorem.

Theorem 4.1. Let f : M Ñ N be a smooth map between finite dimensional
manifolds and f is transverse to a submanifold, P Ă N , i.e. dfppqpTpMq `
TfppqP “ TfppqN @p P f´1pP q, then f´1pP q is a submanifold of M and
codimpf´1pP qq “ codimpP q. Moreover, if f is not transverse then it can
be perturbed so that it becomes transverse.

The first part of this theorem is proved by a direct application of the Implicit
function theorem and the second part of the above theorem is proved using
Sard’s lemma.( See [10]) In the above example, f was the inclusion map,
i. The trouble is that this theorem does not generalise directly to infinite
dimensional manifolds due to the fact that Sard’s lemma does not have an
infinite dimensional analogue. However, Smale generalised the Sard’s lemma
for the class of Fredholm operators:

Theorem 4.2 (Sard-Smale’s Theorem). If F : M Ñ V is a smooth Fredholm
map between Banach spaces, then the regular values of F is a generic set.

The key idea of the proof is to use the Fredholm properties to reduce the
theorem to the finite dimensional case and apply Sard’s lemma. [12]

Definition 4.1. A Baire space, X is a topological space such that if tUnu
8
n“1

is a collection of open dense sets, then
Ş8

n“1 Un is also dense.

Theorem 4.3 (Baire Category theorem). Every complete metric space is a
Baire space. Hence in particular, all Banach spaces are Baire.

Definition 4.2. A Gδ set is a subset of a topological space such that Gδ “
Ş8

n“1 Un, where each Un is open.

Hence if Σ Ă X such that Σ is a Gδ set with each Un dense, then Σ is also
dense. We say that G Ă X is generic w.r.t a condition on the points on X if
the condition holds for some set Σ Ă G.
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Note: Genericness is stronger than simply being dense. The set, I of ir-
rational numbers are generic in R since I “

Ş

qPQtqu
c but Q is not generic

although it is dense in R.
We now state the fundamental theorem of this chapter:

Theorem 4.4. If G and M are Banach manifolds and τ : E Ñ M is a
Banach bundle with fibre, E and Φ : GˆM Ñ E is a smooth map such that
for each g P G,

Φg : M Ñ E Φgpmq “ Φpg,mq,

i.e. G can be viewed as the parameter set defining sections of E and there is
a countable trivialisation, tpU, ψqu8n“1 such that 0 is a regular value of

Ψ :“ pr2 ˝ ψ ˝ Φ : Gˆ U Ñ E|U Ñ U ˆ EÑ E

i.e. DΨpg,mq is onto @pg,mq P Ψ´1p0q and Ψg : U Ñ E is a Fredholm map
of index r @g P G. Then there exists a set, Σ (as above) such that Φ´1

g p0q
is a closed submanifold for each g P Σ. (Here 0 is understood to be the zero
section.) i.e. Ψg&0.

Before proving the above theorem we need the Banach version of the Implicit
function theorem [8] and the following lemma:

Lemma 4.5. Suppose Ψ : E ˆ F Ñ G is a surjective linear map between
Banach spaces given by Ψpe, fq “ Ψ1peq `Ψ2pfq such that Ψ1,Ψ2 are linear
and Ψ2 is a Fredholm operator, then E ˆ F can be decomposed as E ˆ F “
kerpΨq ‘H for some closed subspace, H.

This lemma is proved using the fact that the Fredholm map gives a decom-
position of the codomain into the its range and a finite dimensional space
then using that Ψ is onto.

Theorem 4.6 (Implicit function theorem). Let U, V be open sets in Banach
spaces, E,F and f : U ˆV Ñ G be smooth such that D2fpa, bq is an isomor-
phism with fpa, bq “ 0, then there is a smooth map, g : U0 Ñ V where U0 is
an open neighbourhood of a P U with fpx, gpxqq “ 0 @x P U0.

proof of theorem 4.4. The proof consists of 3 steps:
S1: We show that Z :“ Ψ´1p0q is a submanifold.
Since we have a countable trivialisation satisfying the above properties hence
if we can prove it for one given trivialisation pU, ψq, then we can simply
take the intersection of all such sets and to obtain Σ by the Baire category
theorem. So w.l.o.g we may assume that we are in the trivial case. So let
Ψ “ pr2 ˝ ψ ˝ Φ, then by the first assumption:

Ψ : GˆM Ñ E
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has 0 as a regular value and

DΨpg,mq : TgGˆ TmM – Tpg,mqpGˆMq Ñ TΨpg,mqE – E
DΨpg,mqpv, wq “ D1Ψpg,mqv `D2Ψpg,mqw

and by second assumption D2Ψ is a Fredholm operator of index r. By the
above lemma we get the splitting condition on the Banach space, TgGˆTmM

and by surjectivity we have zD2Ψ (w.r.t the coordinates from the lemma, i.e.
DΨ

ˇ

ˇ

H
) is an isomorphism hence we may apply the Implicit function theorem

ñ Z is a submanifold of GˆM and Tpg,mqZ “ kerpDΨpg,mqq

S2: pr1 is Fredholm of index r

Z 0 P E

G

Ψ

pr1

Let z “ pg,mq P Z, then Dpr1 : TzZ Ñ TgG. Since pr1pg,mq “ g so
kerpDpr1q “ TmM

Ş

TzZ. Since D2Ψpzq : TmM Ñ TΦpzqE – E so let γp0q “
m and γ1p0q “ v then

D2Ψpzqv “ 0 ô Ψpg, γptqq “ constant

Since pg, γp0qq “ z P Z, so Ψpg, γptqq “ 0 i.e. kerpD2Ψq “ TmM
Ş

TzZ hence
dimpkerpDpr1qq “ dimpkerpD2Ψqq ă `8
We now look at the cokernels:

D1Ψ : TgGÑ TΦpgqE – E

so cokerpD1Ψq “ E{RpD1Ψq. Similarly cokerpDpr1pzqq “ TgG{RpDpr1q.
D1Ψ induces a map:

ĆD1Ψ : TgG{RpDpr1q Ñ E{RpD2Ψq

rvs Ñ rD1Ψpvqs

DΨpzqpv, wq “ 0 for pv, wq P TzZ gives D1Ψpzqpvq “ D2Ψpzqp´wq so
rD1Φpvqs “ 0 ñ D1Ψpzqpvq “ D2Ψp´wq for some ´ w ñ pv, wq P TzZ ñ

rvs “ 0. Since DΨpzq is onto, so is ĆD1Ψ and hence is an isomorphism i.e.
dimpcokerDpr1qq “ dimpcokerpD2Ψqq ă `8 so Dpr1 is Fredholm with index
r.
By Sard-Smale’s theorem, the regular values of pr1 are generic, i.e. we have
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found a generic set, Σ.

S3: Φ´1
g p0q is a submanifold @g P Σ

Let b P Σ such that Ψpb,mq ‰ 0 @m P M , then it does not intersect the
0-section and as such is trivially transversal. So suppose Ψpb,mq “ 0, i.e
pb,mq P Z, for some m PM , so it suffices to show that DΨbpmq “ D2Ψpb,mq
is onto, then we can conclude by the Implicit function theorem. By surjectiv-
ity of DΨpb,mq we know that for any γ P E there exists pα, βq P TbGˆTmM
such that

γ “ DΨpb,mqpα, βq “ D1Φpb,mqpαq `D2Φpb,mqpβq

And from the above, since b P Σ, Dpr1pb,mq is also surjective and so there
exists pα1, β1q P Tpb,mqZ such that Dpr1pb,mqpα

1, β1q “ α hence α “ α1.
Furthermore, pα, β1q P Tpp,mqZ “ kerpDΦpzqq so D1Ψpαq ` D2Ψpβ1q “ 0
ñ γ “ D2Ψpβ ´ β1q , i.e. D2Ψ is onto so we conclude this proof.

Note that map, F is dependent on g and f . We shall show that F´1p0q is a
manifold for generic choice of the metric, g. (We point out here that instead
we could have fixed g and show that F´1p0q is a manifold for generic choice
of f.) Recall that ∇f is a vector field on pM, gq defined by gp∇f,Xq “ dfpXq
for any smooth vector field, X P ΓpTMq. So in order to ensure that F&0,
we need to find an appropriate Riemannian metric, g and to show that this
is a generic property. We also need to endow it with a Banach manifold
structure so that we may apply the above theorem. To do so, we fix a metric,
g0 and find a generic set of variations. We define gpX, Y q “ g0pAX, Y q where
A P EndpTMq such that A is self-adjoint w.r.t g0, positive definite and ||A´
Id || ď ε, i.e. A is close to the identity map. These restrictions on A ensure
that g indeed defines a Riemannian metric. Hence w.r.t the new metric, g
the vector field has the form ∇gf “ A¨∇g0f. We still need a Banach manifold
structure on the space of symmetric endomorphisms, hence we construct an
appropriate norm which will endow it with a Banach topology.

Definition 4.3. Let ξ be the smooth vector bundle of endomorphisms of the
tangent bundle, i.e. ξ “ EndpTMq, endowed with a norm | ¨ | and a covariant
derivative, ∇ (naturally induced by the Levi-Civita connection) and tenunPN
be a sequence of real numbers. We define a norm on the space of smooth
sections of ξ, by :

||s||e “ Σ8k“0en max
M
|∇ks|,

where |∇ks|ppq “ maxt|∇x1 ...∇xksppq| : ||xi|| “ 1, xi P TpM i “ 1, 2, ..., ku.
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This norm defines a Banach space,

Ce
pξq “ ts P C8pξq : ||s||e ă `8u

provided the sequence, teku
8
k“0 is chosen such that Cε ‰ H. The fact that the

space is Banach can easily be seen from the fact that any Cauchy sequence
in Cepξq necessarily converge to a point in the completion of Cepξq and if
sn Ñ s then the triangle inequality implies s P Cepξq.

Lemma 4.7. There exists a sequence tenu such that Cepξq “ L2pξq.

See [5] p.808 for details of the proof. The key idea is to construct an ap-
propriate sequence such that Cepξq contains functions which approximate
characteristics functions which in turn are dense in L2 hence so is Cepξq. It
is clear that if 0 ď en ď e1n @n then ||s||e ď ||s||e1 and obviously we have
||s||Ck ď C ¨ ||s||e where C “ maxte1, ..., eku.

Definition 4.4. We denote by Eg0 :“ Ends,g0pTMq, the vector bundle on
M whose fibres are linear maps which are self-adjoint w.r.t the Riemannian
metric, g0 (which clearly is a vector space). Notice that Eg0 is a subbundle of
ξ. So we define a Banach space of sections in Eg0 by CepEg0q. Let Tg0 Ă Eg0
consists of those endomorphisms which are positive definite w.r.t g0 hence
Tg0 naturally defines a Riemannian metric on M via the formula, gpX, Y q “
g0pAX, Y q for A P Tg0.

So we obtain a Banach manifold of parameters by:

Gg0 “ Ce
pTg0q :“ ts P Ce

pEg0q : sppq P pTg0qp for each p PMu,

which from the above lemma, is continuously embedded in C0pTg0q and so
defines an open set in CepEg0q containing the identity map, Id. We note
that CepTg0q Ă CepEg0q is open (since if A is positive definite then a direct
computation shows that if ||B ´ A|| ă 1

4
||A|| then B is positive definite as

well) and the latter is a Banach space hence TAC
epTg0q – CepEg0q.

As we mentioned earlier in order to show that our homology theory is inde-
pendent on our choice of Morse function, we will have to consider two more
types of trajectories (in addition to the time independent trajectories). Be-
low we define a homotopy between two Morse functions and we define the
hαβ-trajectories or time dependent trajectories by γptq “ Xht˝γptq. These are
trajectories which transit smoothly over time from trajectories of fα to tra-
jectories of fβ, i.e. they connect critical points of fα to those of fβ and it is
exactly these trajectories that will enable us to define chain homomorphisms
between Morse complexes.



4 TRANSVERSALITY 31

Definition 4.5. A homotopy, hαβ : RˆM Ñ R between fα and fβ is finite
if there exists R ą 0 large enough such that

ht “

"

fα, if t ď ´R
fβ, if t ě R.

If moreover, for each x0 P M such that ∇htpx0q “ 0 for each t, i.e. x0 is a
critical point for all functions, ht, (x0 is said to be an R-critical point) we
have that

B

Bt
`Hx0phtq : H1,2

px˚0TMq Ñ L2
px˚0TMq

is onto then the homotopy is said to be regular.
Here x˚0TM is the pullback bundle given by the constant map, γ : R Ñ

tx0u and Hx0phtq is the Hessian. Since the Hessian at x0 defines a bilinear
form, it also defines a unique endomorphism of H1,2 (by Riesz Representation
theorem).

Note that for any given pair of Morse functions, fα and fβ, we can always
find a finite regular homotopy. Suppose we have a critical point, x0 such
that B

Bt
` H2phtqpx0q is not surjective then we can replace hαβ by a new

homotopy hαβ ` k, where k is a perturbation in a small neighbourhood of
x0, i.e. kt P C

8
0 pM,Rq such that dkt ‰ 0 for some t, hence x0 is no longer a

critical point an R-critical point. Since our manifold is compact, this process
can be repeated finitely many times for each such critical point.
We now need to consider that the map,

Φ : Gg0 ˆ P1,2
x,y Ñ L2

pP1,2
x,yq

ΦpA, γq ÞÑ 9γ `
A ¨∇g0ht

b

1` | 9ht|2 ¨ |A ¨∇g0ht|
2

˝ γ.

In order to apply theorem 4.4, we need to check that Dppr2 ˝ ψ ˝ ΦqpA, γq
is surjective for each pair pA, γq P Φ´1p0q and is a Fredholm map of index,
µpxq´µpyq. Since the fibre at γ is simply L2pγ˚TMq “ E, so ppr2˝ψ˝ΦqpA, γq
can simply be represented in local coordinates by the map:

Φ :Gg0 ˆH
1,2
pγ˚Oq Ñ L2

pγ˚TMq

pA, ξq ÞÑ ∇tξ `Θpξq 9h` p∇2 exppξqq´1
˝Xht ˝ pexpγ ξq.

From corollary 3.6.1, we know that for any A P Gg0 , ΦpA, ¨q is a Fredholm
map i.e. DΦA is a Fredholm operator and has index µpxq ´ µpyq, so we just
need to check that the zero section is a regular value of Φ.
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Theorem 4.8.

DΦpA, ξq : Ce
pEg0q ˆH

1,2
pγ˚Oq Ñ L2

pγ˚TMq

is surjective for each pA, ξq such that ΦpA, ξq “ 0 for any finite regular
homotopy, ht.

Proof. We already know that DΦApξq “ D2ΦpA, ξq is Fredholm and also

D1ΦpA, ξqB “ ∇2 exppξqq´1
¨
d

ds

ˇ

ˇ

ˇ

s“0

¨

˝

∇2 exppξq´1pA` sBq∇ht
b

1` | 9ht|2 ¨ |A ¨∇g0ht|
2

˝ expγpξq

˛

‚

“
p1` | 9ht|

2|A∇ht|2qpB∇htq ´ A∇htpxA∇ht, B∇htyq
p1` | 9ht|2|A∇ht|q3{2

˝ expγpξq.

For simplicity of notation we rewrite dptq “ D1ΦpA, ξq, and

dptq “
Bptqxptq ` αptqpBptqxptq|yptq|2 ´ yptqxyptq, Bptqxptqyq

p1` |αptq|2|yptq|2q3{2
,

so pick pA, ξq P Φ´1p0q, then by the Fredholm property, RpD2ΦpA, ξqq is a
closed subspace of L2 with finite codimension. Since RpDΦq Ą RpD2Φq ñ
codimpRpDΦqq ď codimpRpD2Φqq ă `8 and hence closed as well. So let
cptq be in the (orthogonal) complement of the range such that

xDΦpA, ξqpB, ηq, cyL2 “ 0.

To complete this proof, we need to show that c “ 0, hence RpDΦq “ L2,
i.e. DΦ is onto. From the above inclusion, we get xD2Φη, cy “ 0 Since
c P C – cokerpD2Φq “ kerpFAq for some A P A, so cptq is a smooth solution
to 9cptq “ Xptqcptq. The theory of PDE implies that there exists a unique
solution (for cptq ‰ constant). Moreover if cpt0q “ 0 for some t0 P R, then
cpnqpt0q “ 0 for all n so cptq “ 0. So we may choose Bptq with arbitrarily
small compact support and hence we may reduce the above to a pointwise
problem, i.e. replace cptq by c̃ “ cpt0q for some fix t0 P R.

ñ xBx` αpBx|y|2 ´ yxy,Bxyq, c̃y “ 0. (2)

Here B “ Bpt0q, similarly for x, α, y. Since B P Ends,g0pTpMq, where p “
expγpt0q ξpt0q, so

Pz :“ zxy, yy ´ yxy, zy
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is symmetric w.r.t x¨, ¨y as xPz,wy “ xz, Pwy. Moreover, xPz, zy “ |y|2|z|2´
xy, zy ě 0 by Cauchy-Schwarz inequality hence P is a positive operator, hence
σpP q ě 0 implying that pP ´ λIq´1 exists for any λ ă 0. We rewrite (1) as

xpI ` αP qBx, c̃y “ 0

ñxBx, pI ` αP qc̃y “ 0 @B P Ends,g0pTpMq

In particular, we may choose symmetric B such that xBx, pI ` αP qc̃y ‰ 0,
so we get contradiction unless xptq “ 0. Since ΦpA, ξq “ 0 hence expγ ξ is
constant but since hαβ is a finite regular homotopy, D2Φ must be onto, hence
cptq “ 0 as required.

Hence theorem 4.4 applied to the above map, Φ gives that F´1p0q “ Mf
x,y

and Mhαβ

x,y are closed submanifold of P1,2
x,y for generic Riemannian metric and

has dimension µpxq ´ µpyq since the regularity at 0 implies the Fredholm
index is equal to the dimension of the kernel of DF and the Implicit function
theorem also tells us that its tangent space at u is given by the kernel of
DFu, where DFu is the differential of F in the local trivialisation at u, in
other words, the dimension of the manifold is equal to the dimension of its
tangent space which is equal to the Fredholm index.
As we mentioned earlier, we also need the above result for the more general
λ-parametrised trajectories which will be crucial to show that the induced
chain homomorphism, Φαβ by hαβ is in fact independent of the actual choice
of homotopy.
Suppose we have two finite regular homotopies:

hαβi pt, ¨q “

"

fα, t ď ´R
fβ, t ě R

for i “ 1, 2 which we homotope by:

Hαβ : r0, 1s ˆ RˆM Ñ R

Hαβ
pλ, t, ¨q “

"

fα, t ď ´R
fβ, t ě R

Hαβ
p0, ¨, ¨q “ hαβ0 , Hαβ

p1, ¨, ¨q “ hαβ1

The Fredholm map, Gαβ for the λ-trajectories is obtained by replacing ∇ht
by ∇Hαβpλ, t, ¨q in Xht ,

Gαβ :r0, 1s ˆ P1,2
xα,yβ

Ñ L2
pP1,2

xα,yβ
˚ TMq

pλ, γq ÞÑ 9γptq `
∇Hαβpλ, t, ¨q

b

1` | 9Hαβ|2 ¨ |∇Hαβ|2
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Theorem 4.9. Let hαβ0 , hαβ1 be regular smooth finite homotopies with associ-
ated Morse-Smale metrics, then there exists a generic set of λ´homotopies,
Hαβ and a generic set of suitable homotopies of the Riemannian metric,
such that pGαβq´1p0q is a pµpxαq ´ µpyβq ` 1q dimensional submanifold of
r0, 1s ˆ P1,2

xα,yβ
.

Proof. The proof that 0 is a regular value of Gαβ is same as in theorem 4.8,
hence we just need to satisfy the Fredholm condition. So let Gαβpλ, ηq “ 0,
where we allow λ to vary. We consider the linearisation of Gαβ in local
coordinates,

DGαβ
pλ, ηq : RˆH1,2

pγ˚TMq Ñ L2
pγ˚TMq

pτ, ξq ÞÑ D1G
αβ
pλ, ηqτ `D2G

αβ
pλ, ηqξ

Here R denotes Tλr0, 1s. Since hαβ0 and hαβ1 are regular, so D2G
αβp0, ηq and

D2G
αβp1, ηq are surjective from theorem 4.8. Also D2G

αβpλ, ηq are Fredholm
operators (although we cannot say that they are surjective as well), so it
follows that DGαβ is Fredholm as well since R is 1-dimensional.

indpD2Gp0, ηqq “ dimpkerpD2Gp0, ηqqq ´ dimpcokerpD2Gp0, ηqqq

“ µpxαq ´ µpyβq ´ 0

Since both D2Gp0, ηq and DGp0, ηq are surjective so this increases the di-
mension of the kernel of DGp0, ηq by 1, more precisely for each τ P R, we
can find ξ such that DGαβp0, ηqpτ, ξq “ 0, and by continuity of DGαβ in λ
and the fact that the Fredholm index is locally constant, we get

indpDGαβ
pλ, ηqq “ indpDGαβ

p0, ηqq “ 1` µpxαq ´ µpyβq.

Remark here that pGαβq´1p0q unlike F´1p0q is not a boundaryless manifold
since it has boundaries corresponding to λ “ 0, 1. Throughout the rest of
this article, we shall always assume that a generic metric has been chosen so
that the transversality property holds.



5 Compactness

Observe that the Implicit function theorem only tells us that Mf
x,y is a finite

dimensional boundaryless manifold. In this section we aim to define what it
means to compactify this manifold. To motivate this idea, we consider the
2-torus with critical points, u, v, x and y.

y
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v

y y

y

v

u

?

�

�
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�
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We observe that the space of trajectories on the lower left in Mf
x,y approach

arbitrarily the edges in Mf
x,v ˆMf

v,y, this is the so-called broken trajectory.
In this case we observe that there are 2 possible broken trajectories in each
square, hence a total of 8 distinct broken trajectories. Before making this idea
rigorous, we need to introduce the concept of unparametrised trajectories.
More precisely, if γptq P Mf

x,y then so is γpt ` cq for any c P R. So we may
identify these 2 curves under the equivalence relation, γ „ γ̂ if γ̂ptq “ γpt`cq
for some real c.

Lemma 5.1. The group, pR,`q act freely and properly on Mf
x,y by

RˆMf
x,y ÑMf

x,y

pτ, γq ÞÑ γ ‚ τ “ γp¨ ` τq

Sketch of proof. If we could identify Mf
x,y with W upxq

Ş

W spyq, then we
know from classical Morse theory that the induced group action would be
free and proper. (See for e.g [1] ) Here W upxq and W spyq denote the unstable
manifold of x and stable manifold of y, respectively. This identification is
done by a simple evaluation map, E which we restrict to Mf

x,y i.e.

E : Mf
x,y Ñ W u

pxq
č

W s
pyq PM

γ ÞÑ γp0q
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It is straightforward to check in local coordinates that this map is indeed a
diffeomorphism. Then our equivalence relation can be identified via:

γ ‚ τ “ E´1
˝ ψτ ˝ Epγq

where ψτ denotes the flow along integral curves defined by ´∇f which as we
mentioned above acts freely and properly.

We denote the space of group orbits by xMf
x,y “Mf

x,y{R, i.e. this is the set
of unparametrised trajectories. Also observe that if we define φ “ f ˝ E,
then φ´1paq “ Mf,a

x,y is a pµpxq ´ µpyq ´ 1q dimensional manifold for any
regular value a “ γp0q. Geometrically, Mf,a

x,y consists of those curves, γ P
Mf

x,y such that fpγp0qq “ a which by the above lemma identifies with

f´1paq
Ş

W upxq
Ş

W spyq. So |xMf
x,y| is simply the number of unparametrised

curves joining x to y.
Recall that for metric spaces, compactness is equivalent to sequential com-
pactness so we may formulate the notion of compactness w.r.t to our space
of (unparametrised) trajectories as follows.

Definition 5.1. A subset, K Ă xMf
x,y is compact up to broken trajectories of

order k if for any sequence tûnunPN Ă K either

1. ûn has a convergence subsequence in K, or

2. there exists critical points, x “ y0, y1, ..., yi “ y such that 2 ď i ď k
with trajectories, vj P Mf

yj ,yj`1
and suitable reparametrisation times,

τnk,j such that

unk ‚ τnk,j
C8loc
ÝÝÑ vj

for some subsequence tnkukPN.

Note: Convergence in xMf
x,y is understood to be in the quotient topology

induced by our equivalence relation so that ûn Ñ û in xMf
x,y if and only if

there exists a sequence tn such that unp¨ ` tnq Ñ up¨q in Mf
x,y.
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-

x

y

�

y0

y1

y2

u1pτn1q

u1pτ̂n1q

The picture on the left corresponds to case 1 and the picture on the left
shows convergence to broken trajectories and we also see that the choice of
reparametrisation times determines to which broken trajectory the curves
converge to. It is due to this splitting that we cannot have H1,2 convergence
but just C8loc convergence.

Lemma 5.2. Every sequence of trajectories, tununPN ĂMf
x,y has a conver-

gent subsequence in the C8loc norm, i.e. there exist nk s.t

unk
Clpr´R,Rsq
ÝÝÝÝÝÝÝÑ v P C8pR,Mq

@l P N and @R ą 0

We shall appeal to the Arzelà-Ascoli theorem to extract such a subsequence:

Theorem 5.3. Arzelà-Ascoli theorem
Let tfiuiPI be a family of continuous functions from a compact metric space,
X to a metric space, Y . Then tfiuiPI is precompact pin C0pX, Y qq if and
only if each tfiuiPI are pointwise precompact and equicontinuous.

proof of lemma 5.2. In order to apply Arzelà-Ascoli theorem, we need equicon-
tinuity and pointwise precompactness. The latter follows directly from the
fact that M is a compact manifold. The equicontinuity condition is obtain
from the estimate:
ż t

s

| 9unpτq|
2dτ “

ż t

s

x´ 9un,∇f ˝ unydτ

“ ´

ż t

s

d

dτ
pf ˝ unpτqqdτ

“ fpunpsqq ´ fpunptqq

ď fpxq ´ fpyq, 7 unpτq Ñ x, y as τ Ñ ´8,`8 respectively
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Note that our compact Riemannian manifold, M has the distance metric
given by:

dpx, yq “ inf
!

ż T

0

| 9γ| dt : γp0q “ x, γpT q “ y
)

Also by the Hopf-Rinow theorem this metric makes our manifold into a com-
plete metric space. So

dpunptq, unpsqq ď

ż t

s

| 9unpτq|dτ

Hölder
ď

a

|t´ s| ¨

d

ż t

s

| 9unpτq|2dτ

ď
a

|t´ s| ¨ pfpxq ´ fpyqq

so by Arzelá-Ascoli, on any compact interval r´R,Rs we can find a subse-
quence, nk such that

unk
ˇ

ˇ

r´R,Rs

C0pr´R,Rsq
ÝÝÝÝÝÝÝÑ v P C0

pr´R,Rsq

hence we have C0
loc convergence. To conclude convergence in C8loc we once

again as in lemma 2.8 use a bootstrapping argument. Since ∇f is smooth,
we have

9unk “ ´∇f ˝ unk
C8loc
ÝÝÑ ´∇f ˝ v “ 9v

The fact that 9v exists follows by uniqueness of convergence. Since :u “
Dp∇fq∇f ˝u so we may repeat this argument and so on (formally by induc-

tion), to conclude unk
C8loc
ÝÝÑ v with 9v “ ∇f ˝ v.

With consideration to convergence of type 1, we need to show:

Lemma 5.4. If v P Mf
x,y then un

P1,2
x,y
ÝÝÑ v, i.e. convergence is in the H1,2

norm (rather than simply C8loc).

Proof. We proceed in 2 steps. We first show that unptq Ñ y as t Ñ `8

uniformly in n P N, i.e. @ε ą 0 DT ą 0 s.t @t ą T, dpunptq, yq ă ε @n. Since

we know that for any R ą 0, un
C8r´R,Rs
ÝÝÝÝÝÝÑ v and vp`8q “ y, so we need to

look at the convergence near y. Observe that

Nε “ tp P Bpyq : |fppq ´ fpyq| ă ε and |∇f | ă εu

defines a fundamental system of neighbourhood of y, where Bpyq is a neigh-
bourhood of y with y as the only critical point, since ∇fpyq “ 0 and hence



5 COMPACTNESS 39

for any neighbourhood, Upyq Q y by choosing ε ą 0 small enough we can
always ensure that Nε Ă Upyq.
Since M is compact, |∇f | attains a maximum on M hence in particular is
Lipschitz continuous so from the explicit calculation in the previous lemma
we have:

||∇fpunpsqq|´|∇fpunptqq|| ď c¨
a

|s´ t| , where c “
a

fpxq ´ fpyq¨max
M
|∇f |.

Suppose by contradiction that convergence is not uniform, then this means
that we can extract sequences ttku, tnku Ñ `8 such that |∇f ˝punkptkqq| ą ε
for each k. So if |tk ´ s| ă δ “ ε2{4c2 then |∇fpunkpsqq| ą ε. Hence

fpunkptkqq ´ fpunkptk ` δqq “

ż tk`δ

tk

d

dτ
fpunkpτqqdτ “

ż tk`δ

tk

dfp 9unkpτqqdτ

ě δ ¨ |∇fpunkq|2 “ δε2{4

here we once again used that dfp 9uq “ x∇f ˝ u, 9uy and ´∇f ˝ u “ 9u. Since
flow lines are decreasing, fpunkptqq ě fpyq for each t. So we get

fpunkptkqq ´ fpyq ě δε2{4 @k P N

Since unk
C8r´R,Rs
ÝÝÝÝÝÝÑ v for any R ą 0 and tk Ñ 8, we get dpunkptkq, yq ď

dpunkptkq, vptkqq ` dpvptkq, yq Ñ 0 which is a contradiction. The same argu-
ment can be carried out for x. This accomplishes the first step. From lemma
2.8, we get in local coordinates (taking x, y to be 0 under the chart),

|unptq| ď c e´λ|t| @ |t| ą T

It is by step 1 here that we may assume that this T is independent on un.
For un close to v, we have

un “ expv ξptq for ξptq P H1,2
pv˚TMq

so ||un ´ v||1,2 Ñ 0 since we have a uniform exponential decay near the ends
and C8 convergence on the interior, r´T, T s.

We may now state the fundamental theorem of this section:

Theorem 5.5. xMf
x,y is compact up to broken trajectories of order µpxq´µpyq,

i.e. any trajectory can split into at most µpxq ´ µpyq broken trajectories.

Proof. From lemma 5.3, we know that there exists a sequence un
C8loc
ÝÝÑ v P

C8pM,Rq and 9v “ ´∇f ˝ v . If v PMf
x,y then from lemma 5.4, this proves
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type 1 convergence. So we need to show if v RMf
x,y then v PMf

w,z for some
critical points w, z of f. Since fpunq P rfpyq, fpxqs so by C8loc convergence,
fpvq P rfpyq, fpxqs as well. We also have the estimate:

ż T

´T

| 9vpsq|2ds ď fpxq ´ fpyq ñ

ż `8

´8

| 9vpsq|2ds ă 8

From this inequality and by the C8loc-convergence, we deduce that as tÑ ˘8:

|∇fpvptqq| “ | 9vptq| Ñ 0

which tells us from proposition 2.1 that indeed v P Mf
w,z. As we saw in

the picture earlier, the reparametrisation times determine to which broken
trajectory convergence occurs to. w.l.o.g we may assume z ‰ y and w “ x, so
let fpyq ă a ă fpzq and we pick sequence τn such that fpun ‚ τnq “ a. Then

by lemma 5.3, we get a subsequence such that un ‚ τn
C8loc
ÝÝÑ ṽ and now we

have fpṽq P rfpyq, fpwqs (otherwise it would coincide with v by uniqueness
of convergence) .

�

x

w

y

unpτnq

v

ṽ
f´1paq

So we may repeat this process iteratively until we end up in H1,2 conver-
gence. Under the Smale transversality condition, there can only exists a
non-constant trajectory if µpvp´8qq ´ µpvp`8qq ě 1, so ignoring trivial
trajectories we have that the order is indeed µpxq ´ µpyq since we have the
ordering µpyq ă ... ă µpvp´8qq ă µpvp`8qq ă ... ă µpxq, i.e. any sequence
can break into at most µpxq ´ µpyq broken trajectories.

Note that we assumed that M is compact, in general if M is only complete
then we need f to be a coercive function, i.e. f´1p´8, as is compact for
each a P R. (which is trivial in our situation). We now need to analyse the
compactification for hα,β and Hλ trajectories.

Theorem 5.6. Let tununPN ĂMhαβ

x0α,x
l
β

be a sequence of hαβ-trajectories, then

either
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1. there is a subsequence nk such that unk Ñ v PMhαβ

x0α,x
l
β

in the H1,2-norm,
or

2. there are critical points, xα “ x0
α, ..., x

k
α of fα and x0

β, ..., x
l
β “ xβ of fβ

with 1 ě k ` l ě µpx0
αq ´ µpx

l
βq and hαβ ´ trajectories

viα PM
fα

xiα,x
i`1
α
, vjβ PM

fβ

xjβ ,x
j`1
β

, vαβ PMhαβ

xα,xβ

with reparametrisation times τ iα,n, τ jβ,n such that

un ‚ τ
i
α,n

C8loc
ÝÝÑ viα, un ‚ τ

j
β,n

C8loc
ÝÝÑ vjβ, un

C8loc
ÝÝÑ vαβ

and, as in the previous theorem, we have

µpx0
αq ă ... ă µpxkαq ď µpx0

βq ă ... ă µpxlβq.

Sketch of proof. The proof of this theorem is similar to that of the time-
independent case. In order to apply Arzelà-Ascoli we need equicontinuity
since precompactness is guaranteed by compactness of M , so let tγnunPN Ă
Mhαβ

xα,yβ
then,

dpγnptq, γnpsqq ď

ż t

s

| 9γnpτq|dτ

ď
a

|t´ s| ¨

d

ż `8

´8

| 9γpτq|2dτ

“
a

|t´ s| ¨

d

ż `8

´8

|∇hτ |2

1` | 9hτ |2|∇hτ |2
dτ

ď
a

|t´ s| ¨

d

ż `8

´8

d

dτ
hpτ, γnpτqqdτ ´

ż `8

´8

9hpt, γnptqq dt

“
a

|t´ s| ¨
b

fαpxαq ´ fβpxβq ` 2CR, C “ max
M
| 9ht|

Here we used the fact that:

d

dt
hpt, γptqq “

˜

9ht ´
|∇ht|2

b

1` | 9ht|2|∇ht|2

¸

˝ γptq

and 9htp¨q :“ B

Bt
hpt, ¨q so that for |t| ě R, 9htp¨q ” 0. By Arzelà-Ascoli, we have

proved the analog of lemma 5.3 for hαβ-trajectories, i.e. there exists nk such
that

unk
C8loc
ÝÝÑ v P C8pR,Mq
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so for sequence tτ iα,nunPN we must have that τ iα,n ď ´R and for tτ jβ,nunPN

we must have that τ jβ,n ě R. Note that reparametrisation does not affect

the above estimate. So again picking sequences such that fpunk ‚ τ
i
α,nq “ a

(similarly for τ jβ,n) and arguing as in the previous theorem we can conclude
this proof.

We now state the corresponding result for λ-parametrised trajectories.

Theorem 5.7. Let tpλn, unqunPN ĂMHαβ
λ

xα,yβ be a sequence of Hλ trajectories.
Then either there exists a subsequence which converge in the H1,2-norm or
we can find reparametrisation times τ iα,n, τ jβ,n and trajectories

viα PM
fα

xiα,x
i`1
α
, vjβ PM

fβ

xjβ ,x
j`1
β

, pλ, vλαβq PM
Hαβ
λ

xα,yβ

such that

un ‚ τ
i
α,n

C8loc
ÝÝÑ viα, un ‚ τ

j
β,n

C8loc
ÝÝÑ vjβ, pλn, unq

C8loc
ÝÝÑ pλ, vλαβq

The proof is along the same lines as the hαβ case, the equicontinuity and
pointwise boundedness follows from the fact that both M and r0, 1s are com-

pact. We also point out here that MHαβ
λ

xα,yβ is 0-dimensional if µpxαq´µpyβq`
1 “ 0 and so it is a finite set (again by compactness) of tpλi, uiqu

k
i“1 trajec-

tories.



6 Gluing

Compactness of the space of trajectories only asserts that trajectories in
Mf

x,y for µpxq ´ µpyq ě 2 can break into 2 or more trajectories in Mf
x,y1

ˆ

Mf
y1,y2

ˆ...ˆMf
yn´1,y

for n ě 2, however this does not imply that each broken

trajectory can arise in this way, i.e. given a trajectory in Mf
yk,yk`1

we cannot
say that there exists a sequence of trajectories converging to it. The assertion
of this fact is given by the complementary operation to compactification
called gluing. The analysis involved in the concept of gluing is quite technical
so we shall refer to [11] for details. We start off by stating the fundamental
theorem of this section:

Theorem 6.1. Given a compact set of broken trajectories, K ĂMf
x,yˆMf

y,z,
we can find ρpKq ą 0 and a smooth map, called the gluing operator, #

# : K ˆ rρpKq,`8q ÑMf
x,y

pu, v, ρq ÞÑ u#ρv

such that #ρ : K ãÑ Mf
x,y is an embedding (i.e. injective map with D#ρ

injective as well) for each ρ ě ρpKq and for pK Ă xMf
x,y ˆ

xMf
y,z, # induces a

smooth embedding
p# : pK ˆ rρp pKq,`8q Ñ xMf

x,z

such that pux#ρpv
C8loc
ÝÝÑ ppu, pvq as ρ Ñ `8. Moreover, any sequence of un-

parametrised trajectories, xwn P
zMf

x,z such that xwn Ñ ppu, pvq is in fact in the

image of p#, i.e. the gluing map p# provides an “inverse” for the compactifi-
cation process.

The construction of this operator is accomplished in 3 steps:

1. We construct a pre-gluing map, #o
ρ : Mf

x,y ˆMf
y,z Ñ P1,2

x,z such that

u#o
ρvpRq and upRq

Ť

vpRq are close in the metric sense and complying

with u#o
ρv

C8loc
ÝÝÑ ppu, pvq as ρÑ `8.

2. We then associate to u#o
ρv a trajectory in Mf

x,z in a non-canonical man-
ner. This is the crucial step in constructing #. It is by an application
of the Banach contraction mapping principle that we shall show that if
ρ is large enough, then there is in fact a unique such choice. More pre-
cisely we find a unique section, γ such that u#ρv “ expu#o

ρv
γ PMf

x,z.

3. Finally we simply need to verify that this mapping is indeed an em-
bedding.
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Construction of the Pre-gluing map, #o
ρ

We start off by defining the simplest gluing operation. Let K ĂMf
x,yˆMf

y,z

be compact, then given pu, vq P K we may choose pũ, ṽq P C8x,y ˆ C8y,z which
are asymptotically constant at y, i.e.

ũptq “ y, t ě T̃ , and

ṽptq “ y, t ě ´T̃ ,

where this T̃ is dependent on ũ and ṽ, such that u and v are in neighbourhood
of ũ and ṽ respectively, i.e. there exists ξ P H1,2pũ˚TMq and η P H1,2pṽ˚TMq
such that u “ expũpξq and v “ expṽpηq. Since we assumed K is compact, we
may find a finite subcover and pick T to be the maximum of all such T̃ . We
may then define

ũ#ρṽptq “

"

ũpt` ρq, t ď 0
ṽpt´ ρq, t ě 0

and so ũ#ρṽ P C8x,z for ρ ě T ` 1. Note that smoothness follows from
the fact that ũ and ṽ are each smooth and are asymptotically constant at y
hence ũ#ρṽ is constant on interval p´1, 1q. So given smooth cut-off functions,
β˘ : RÑ r0, 1s where

β`ptq “

"

0, t ď 0
1, t ě 1

, β´ptq “

"

1, t ď ´1
0, t ě 0

we define:

Definition 6.1 (Pre-gluing map).

#o : K ˆ rρ0,8q Ñ P1,2
x,y

u#o
ρvptq “ expũ#ρṽptqpβ

´
ptqpexp´1

ũ uqpt` ρq ` β`ptqpexp´1
ṽ vqpt´ ρqq

More explicitly,

u#o
ρvptq “

$

&

%

uρptq, t ď ´1
expypβ

´ptq exp´1
y puρq ` β

`ptq exp´1
y pv´ρqqptq, |t| ď 1

v´ρptq, t ě 1

for ρ ě T where we used the notation uρptq “ upt ` ρq. Moreover, since ξ P
H1,2pũ˚TMq, η P H1,2pṽ˚TMq and β˘ are smooth, we have that u#o

ρvptq P

C8pR,Mq Ă P1,2
x,y .



6 GLUING 45

x

y

z

u#o
ρvptq

#o
ρ is smooth in u, v. Using that Tu#o

ρvP1,2
x,y “ H1,2ppu#o

ρvq
˚TMq, TuMf

x,y “

kerDFu and TvMf
y,z “ kerDFv (from the results of transversality) we get

its derivative:

D#o
ρ : kerDFu ˆ kerDFv Ñ H1,2

ppu#o
ρvq

˚TMq

pξ, ηq ÞÑ ∇2 exppβ´p∇2 exp´1 ξqρ ` β
`
p∇2 exp´1 ηq´ρq

Construction of actual gluing map, #ρ

For simplicity we shall use the notations χ “ pu, v, ρq P K ˆ rρo,8q, wχ “
u#o

ρv P P1,2
x,y and Fγ to be the trivialised operator, F at γ P C8pR,Mq, more

precisely,

Fγ : H1,2
pγ˚TMq Ñ L2

pγ˚TMq

η ÞÑ p∇2 expγpηqq
´1
˝ F ˝ pexpγqpηq

We mention here that Fwχ is well-defined since wχ is smooth by construction.
So if we find an appropriate η such that Fwχpηq “ 0. then we can conclude
that expwλ η is a zero of F , i.e. we have found a trajectory in Mf

x,z.

In order to find this section we need to construct a normal bundle, i.e. a
vector bundle that is orthogonal to the tangent bundle and this bundle ob-
viously depends on the embedding, i.e. it is non-canonical. We now want
to restrict our attention to these glued trajectories only, so we define the
following pullback Hilbert bundles via #o : K ˆ rρ0,8q Ñ P1,2

x,z by,

H :“ #o˚H1,2
pP1,2˚

x,z TMq ” #o˚TP1,2
x,z and L :“ #o˚L2

pP1,2˚
x,z TMq i.e.

H TP1,2
x,z

K ˆ rρo,8q P1,2
x,z

#o˚

pr1 τ

#o
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Here the inner product on this bundle is naturally induced by the Riemannian
metric, g. Same for L. We shall denote the fibres at χ by Hχ and Lχ. The
inclusion map i : K ãÑ Mf

x,y ˆMf
y,z also induces a pullback bundle on

K ˆ rρ0,8q and so induces another Hilbert bundle denoted by:

pH1,2
q
2 :“ i˚pH1,2

pP1,2˚
x,y TMq

ˇ

ˇ

Mf
x,y
ˆH1,2

pP1,2˚
y,z TMq

ˇ

ˇ

Mf
y,z
q

Here we restrict to the Sobolev sections of the pullback bundles by trajecto-
ries in Mf

x,y and Mf
y,z. These pullback bundles enable us to identify the map,

Fwχ defined above with a smooth bundle map, Fχ : Hχ Ñ Lχ. In essence,
what we have done is construct a natural way to transfer Banach bundles on
P1,2
x,z to bundles on K ˆ rρo,8q via our pre-gluing map. We see from these

notations that
Fwχp0q “ F pwχq

from the fact that ∇2 expp0q´1 “ Id, and the fibre derivative of Fχ at 0 is

Dχ :“ D2Fχp0q ” DFwχp0q : Hχ Ñ Lχ

and we know that DFwχp0q is simply the trivialised Fredholm operator of the
form:

B

Bt
` Aptq

we analysed in the Fredholm section.

Definition 6.2. With respect to the bundles, pH1,2q2 and H we define an
extension of the linearisation of #o

ρ as follows:

pH1,2q2 H

K ˆ rρo,8q

#

pr1 pr1

pξ#ηqptq “

$

&

%

ξρptq, t ď ´1
∇2 exppβ´p∇2 exp´1 ξqρ ` β

`p∇2 exp´1 ηq´ρq, |t| ď 1
η´ρptq, t ě 1

which naturally coincides with D#o.

Our aim is to now find a normal space to TMf
x,z. We already have this

tangent bundle as a subbundle of H1,2pP1,2˚
x,z TMq

ˇ

ˇ

Mf
x,z

so we need a concept

of orthogonality to distinguish between these tangent and normal vectors.
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The key idea is to apply the linearised operator # then project onto the
tangent bundle orthogonally and show that the complement space indeed is
a normal bundle. As we mentioned earlier we also have to appeal to the
contraction mapping principle but we first need to construct an appropriate
contraction map.

Definition 6.3. From our analysis in the transversality section, Du “ DFu
and Dv “ DFv are surjective Fredholm operators for pu, vq P Mf

x,y ˆMf
y,z,

and their kernels define the tangent spaces so

pkerq2 “
ď

χPKˆrρ0,8q

kerDu ˆ kerDv Ă pH
1,2
q
2

defines a subbundle of dimension indpDuq ` indpDvq, so we define

LKχ “ tvχ P H
1,2
wχ “ Hχ : xvχ, ξ#ρηy

0,2
χ “ 0 for all pξ, ηq P kerDu ˆ kerDvu

i.e. LKχ consists of vectors in Hχ which are orthogonal (w.r.t the L2 inner
product) to the range of #ρ|pkerq2 .

Theorem 6.2. There exists ρ1 ě ρ0 such that for ρ ě ρ1 and pu, vq P K the
Fredholm operator, Dχ is surjective and

φχ :“ P ˝#χ : kerDu ˆ kerDv
»
ÝÑ kerDχ Ă Hχ

is an isomorphism, where P is the orthogonal projection onto kerDχ given
by Hχ “ kerDχ ‘ pkerDχq

K where orthogonal decomposition is with respect
to x¨, ¨y0,2.

We conclude from the above theorem that

dimpkerDχq “ dimpkerDuq ` dimpkerDvq

“ µpxq ´ µpyq ` µpyq ´ µpzq

“ µpxq ´ µpzq

Hence since Dχ is Fredholm,

LK “
ď

χPKˆrρ,8q

LKχ

is a finite codimensional vector bundle such that we have the bundle decom-
position

H “ LK ‘Rp#|pkerq2q.
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Lemma 6.3. There exists c ą 0 and ρ̂ ą 0 such that

||Dχξ||L2
χ
ě c ¨ ||ξ||L2

χ

for all ρ ě ρ̂ and for all ξ P LKχ

See [11] for the proof of this technical lemma.

proof of theorem 6.2 . We argue by contradiction. Suppose φχ is not onto
then there exists ξ P kerpDχq such that ξ R P pRp#χqq. Since spanpξq Ă
kerpDχq so by the decomposition

H “ spanpξq ‘ pspanpξqqK

we have that Rp#χq Ă pspanpξqqK hence xRp#χq, ξy “ 0 i.e ξ P LKχ . From the
lemma this implies ξ “ 0, hence a contradiction.
Surjectivity of Du and Dv from transversality gives

indpDχq “ µpxq´µpzq “ dimpkerDuq`dimpkerDvq ě dimpkerDχq ě indpDχq

hence Dχ is surjective and so counting dimensions shows that φχ is indeed
an isomorphism.

In particular we are led to

H “ LK ‘ kerD, where kerD :“
ď

χPKˆrρ,8q

kerDχ

since if there exists ξ P kerD such that ξ R Rp#|pkerq2q then as in the above
proof ξ “ 0. Hence we also see that Rp#|pkerq2q “ kerD. So LK is indeed an
appropriate normal bundle.
As mentioned earlier wχ “ u#o

ρv is not in Mf
x,z, so we need to find a unique

section of the bundle, H Ñ Kˆrρ,8q such that expwχ γpχq PMf
x,z. Accord-

ing to our fundamental theorem we also need that expwχ γpχq
C8loc
ÝÝÑ pu, vq as

ρ Ñ 8 with respect to the compactness property. Since wχ
C8loc
ÝÝÑ pu, vq as

ρ Ñ 8 by construction, so it is sufficient to show γpχq Ñ 0 sufficiently fast
so that the above convergence holds. Since Hχ “ kerDχ ‘ LKχ and Dχ is

onto, Dχ

ˇ

ˇ

LKχ
: LK

»
ÝÑ L is an isomorphism so we denote by G its right inverse.

Similar to lemma 6.3, we obtain the estimate:

Lemma 6.4. There exists ρ2 ě ρ1 and a constant d ą 0 such that

||Gχξ||1,2 ď d||ξ||0,2

for each χ P K ˆ rρ2,8q and each ξ P Lχ
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Considering the Taylor series expansion of Fχ for s near 0, we have

Fχpsq “ Fχp0q `Dχp0q ¨ s`Nχp0, sq

such that Nχp0, sq{||s||1,2 Ñ 0 as ||s||1,2 Ñ 0. A direct computation for x, y
near 0 gives:

Nχp0, xq ´Nχp0, yq “ pDχpyq ´Dχp0qqpx´ yq `Nχpy, x´ yq

So we obtain the estimate

||Nχp0, xq ´Nχp0, yq||
χ
0,2 ď C p||x||χ1,2 ` ||y||

χ
1,2q ||x´ y||

χ
1,2

where C is a constant. The fact that C is independent of χ is once again due
to the compactness of K and M. Together with the above lemma, we have
the inequality:

||GχNχp0, xq ´GχNχp0, yq||
χ
1,2 ď d ||Nχp0, xq ´Nχp0, yq||

χ
0,2

ď d ¨ Cp||x||χ1,2 ` ||y||
χ
1,2q ||x´ y||

χ
1,2

and
||GχFχp0q||

χ
1,2 ď d ||Fχp0q||

χ
0,2 “ d ||F pwχq||0,2

for ρ ě ρ2 of course.
The following lemma shows that as ρ Ñ 8, our approximate glued trajec-
tories indeed converge to actual trajectories, i.e. they tend to zeroes of the
map, F.

Lemma 6.5. There exists m ą 0 and α ą 0 such that

||F pwχq||
χ
0,2 ď αe´mρ

for all ρ ě ρ0 and pu, vq P K.

The proof is essentially to observe that for |t| ą 1, wχ correspond to actual
trajectories namely, uρ and v´ρ, hence F puρq “ F pv´ρq “ 0. So we need to
analyse this trajectory for |t| ď 1. By our choice of asymptotically constant
curves, ũ and ṽ, we may reduce the problem in local coordinates at y and
appeal to lemma 2.8 to get the required estimate.
We summarise the estimates we have collected so far:

||GχFχp0q||
χ
1,2 ď α̃e´mρ for ρ ě ρ0

||GχNχp0, xq ´GχNχp0, yq||
χ
1,2 ď d̃p||x||χ1,2 ` ||y||

χ
1,2q ||x´ y||

χ
1,2

for x, y P Bp0, εq for small ε ą 0 and where Gχ “ pDχ

ˇ

ˇ

LK
q´1.
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Lemma 6.6. There exists a unique γpχq P Bp0, εq
Ş

LKχ such that

Fχpγpχqq “ 0 and ||γpχq||χ1,2 ď d e´mρ

for constants d,m ą 0 and ρ ě ρ0.

Theorem 6.7 (Banach Contraction mapping principle). Given a non-empty
complete metric space, pX, dq and a contraction map, T : X Ñ X then T
has a unique fixed point, i.e. there is a unique x P X such that T pxq “ x and
moreover it is given by x “ limnÑ8 T pxnq for any choice of x0 and setting
xk`1 “ T pxkq.

proof of lemma 6.6. We may choose ρ large enough so that ||GχFχp0q||
χ
1,2 ď

ε
2

then we define
φ : Hχ Ñ Hχ

x ÞÑ ´GχFχp0q ´GχNχp0, xq

From the second inequality above we get the estimate:

||φpxq ´ φpyq||χ1,2 ď 2Cε||x´ y||χ1,2

By choosing ε smaller if needed we may assume φ is a contraction map.
Then appealing to the contraction mapping principle, we find unique γpχq P
Bp0, εq

Ş

LKχ such that φpγpχqq “ γpχq and together with Fχpγpχqq “ Fχp0q`
Dχp0q ¨ γpχq `Nχp0, γpχqq this leads to:

GχFχpγpχqq “ 0 ñ Fχpγpχqq “ 0

Moreover,
||γpχq||χ1,2 ď ||γpχq ´ φp0q||

χ
1,2 ` ||φp0q||

χ
1,2

ď
1

2
||γpχq||χ1,2 ` ||φp0q||

χ
1,2

i.e ||γpχq||χ1,2 ď ||GχFχp0q||
χ
1,2 ď d e´mρ

By the uniqueness of γpχq, we can now define the gluing map by:

u#ρv :“ expu#o
ρv
γpχq

and from the above lemma Fwχpγpχqq “ 0 hence F pexpwχ γpχqq “ 0 so it is

indeed a trajectory in Mf
x,z.

The Embedding property
Concerning the embedding property we refer to [11] for the proofs of the
following theorems.
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Theorem 6.8. There exists ρp pKq ą 0 such that the unparametrised gluing
map,

p# : pK ˆ rρp pKq,8q Ñ xMf
x,z

pû, v̂, ρq ÞÑ û#̂ρv̂

is a smooth embedding. Here û is once again identified with up0q such that
fpup0qq “ a for some a P rfpyq, fpxqs and for û#̂ρv̂ we may choose an
appropriate τu,v,ρ such that fpu#ρvpτu,v,ρqq “ a. (Same for v with some
b P rfpzq, fpyqs)

Theorem 6.9. Given broken trajectories pu, vq P xMf
x,y ˆ

xMf
y,z, for any se-

quence ρn Ñ 8, we have

û#̂ρn v̂
C8loc
ÝÝÑ pû, v̂q

Moreover, for any sequence, ŵn PMf
x,z such that ŵn

C8loc
ÝÝÑ pû, v̂q, there exists

N such that for k ě N ŵn P Rp#̂q.

Sketch. The proof of the first part is essentially to choose appropriate reparametri-
sation times, τn such that fpû#̂ρn v̂ ‚ τnq “ a then as in the compactness
section we obtain:

û#̂ρn v̂ ‚ τn
C8loc
ÝÝÑ ŵ PMf

Since
|γpχnqpτnq| ď c ¨ e´αρn Ñ 0 as ρn Ñ 8

then from our construct of the pre-gluing map and we obtain

û#̂ρn v̂ ‚ τn Ñ û#̂o
ρn v̂ ‚ τn Ñ ûpτn ´ ρnq

here convergence is pointwise and so ŵ “ û by uniqueness of limit. Choosing
another appropriate sequence of reparametrisation times we get the result
for v̂.

For the second part, it suffices to observe that if ŵn
C8loc
ÝÝÑ pû, v̂q then it

eventually lies in a neighbourhood where lemma 6.6 works. Then by the
existence and uniqueness of a fixed point and the fact ŵn is a solution, it
must be in the range of #.

So we have finally proved the fundamental theorem 6.1 stated at the begin-
ning of this section. Since xMf

x,z is a µpxq ´ µpzq ´ 1 dimensional manifold,

so for critical points of relative Morse index 2, xMf
x,z is a boundaryless 1-

dimensional manifold, so that each of its connected component is either dif-
feomorphic to S1 or p´1, 1q. If it is diffeomorphic to the circle then there are
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no broken trajectories since it is in fact a closed manifold. On the other hand
if it is diffeomorphic to p´1, 1q then we know that it has a compactification
by broken trajectories corresponding to ends {0} and {1}. In fact there are
exactly two distinct broken trajectories since working in a neighbourhoods
p´1,´1` εq and p1´ ε, 1q and appealing to the existence and uniqueness of a
solution in each neighbourhood we deduce that both glued trajectories must
be distinct. We make this observation into a definition which will be crucial
to prove that B2 “ 0.

Definition 6.4. Let ĂMf
x,z denote the set of simply broken trajectories with

µpxq ´ µpzq “ 2 and define the equivalence relation

pû1, v̂1q „ pû2, v̂2q ô pû1#̂ρ1 v̂1q „ pû2#̂ρn v̂2q in xMf
x,z

where a pair of broken trajectories are equivalent if when glued in xMf
x,z they

belong to the same pathwise connected component or put differently they are
equivalent if they correspond to the ends of the same connected component.
From the above observation, each equivalence class contains exactly 2 ele-
ments. This equivalence relation is called the cobordism equivalence since the
broken trajectories correspond to disjoint boundaries of a connected compo-
nent of Mf

x,z and are one dimension lower. Also note that this set is finite.

We now still need to consider the hαβ-trajectories and λ-parametrised tra-
jectories.
In the hαβ-trajectories situation there are two additional possible type of
gluing that needs to be considered namely gluing of trajectories where one
depends on the homotopy and the other one on either fα or fβ and the case
when both trajectories depend on the homotopy. We shall once again restrict
to relative Morse index 2. For the first case, there are two possible types of

broken trajectories, Mfα
xα,yα ˆMhαβ

yα,yβ
and Mhαβ

xα,xβ
ˆMfβ

xβ ,yβ . The analysis is
similar as in the time-independent case. The difference is essentially in the
definition of the pre-gluing map. For the first type of broken trajectory we
define:

u#o
ρvhptq “

$

&

%

u2ρptq, t ď ´ρ` 1
expyαpβ

´
ρ rexp´1

yα puqs2ρ ` β
`
ρ rexp´1

yα pvhqsqptq, |t´ ρ| ď 1
vhptq, t ě ´ρ` 1

and second type:

uh#
o
ρvptq “

$

&

%

uhptq, t ď ρ´ 1
expxβpβ

´
´ρrexp´1

xβ
puhqs ` β

`
´ρrexp´1

xβ
pvqs´2ρqptq, |t´ ρ| ď 1

v´2ρptq, t ě ρ` 1
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Notice here that a time-shifting by the gluing parameter, ρ is only carried
out at the time independent trajectory. Then by analogy we obtain the
corresponding gluing theorem:

Theorem 6.10. For a compact set of simply broken trajectories pK Ă xMfα
xα,yαˆ

Mhαβ

yα,yβ
we can find ρ0 and a smooth embedding map, # such that

# : pK ˆ rρ0,8q ãÑMhαβ

xα,yβ

pû, vh, ρq ÞÑ pû#ρvhq

and once again as ρn Ñ 8 we have û#ρvh
C8loc
ÝÝÑ pû, vhq. rSame for pK Ă

Mhαβ

xα,xβ
ˆ xMfβ

xβ ,yβ s

Coming back to the second situation, i.e. when puαβ, uβ,γq PMhαβ

xα,xβ
ˆMhβγ

xβ ,xγ

we define in this situation the pre-gluing map by

puαβ#o
Rvβγqptq “

$

&

%

uαβpt`Rq, t ď ´1
expxβpβ

´rexp´1
xβ
puαβqsR ` β

`rexp´1
xβ
pvβγqs´Rqptq, |t| ď 1

vβγpt´Rq, t ě 1

Moreover in this case the gluing map, #R also determines the codomain,

MhαγR
xα,xγ and as such we need to define an appropriate homotopy:

hαγR ptq “

"

hαβpt`R, ¨q, t ď 0
hβγpt´R, ¨q, t ě 0

We again have the same embedding property for the gluing map in this
situation. An important consequence of this, which we shall use to prove
independence of our chain homomorphism corresponding to different Morse
functions, is stated as follows:

Theorem 6.11. For isolated h-trajectories, i.e.

µpxαq “ µpxβq “ µpxγq

there is an R ą 0 such that the gluing map

#R : Mhαβ

xα,xβ
ˆMhβγ

xβ ,xγ

»
ÝÑMhαγ

xα,xγ

is an isomorphism.

To conclude this section, we state the gluing theorem for λ-trajectories.
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Theorem 6.12. Given a compact set, pK ĂMH
xα,yβ

ˆ xMfβ

yβ ,zβ
of mixed simply

broken trajectories and λ-trajectories, pλ, uλ, v̂q then there exists ρ0 ą 0 and
a smooth embedding map,

#H : pK ˆ rρ0,8q ãÑMH
xα,zβ

ppλ, uλq, v̂, ρq ÞÑ pλ, uλq#
H
ρ v̂ “ pλ̃, wλ̃q

such that for any sequence ρn Ñ 8, we have wλ̃
C8loc
ÝÝÑ puλ, v̂q and λ̃ Ñ λ. r

Same for xMfα

xα,yα ˆMH
yα,zβ

s



7 Orientation of Space of Trajectories

The analysis carried out so far enables us to define the Morse Homology over
the finite ring, Z2 “ t0, 1u but in order to extend our homology theory to
the ring of integers, Z we need the concept of orientation. Recall that an
orientation of an n-manifold is just a choice of a volume form, i.e. a nowhere
vanishing section of the bundle, ΛnpT ˚Mq. To define an analog concept of
orientation on our space of trajectories, we first observe that each trajectory,
u P C8pR,Mq has an associated Fredholm operator, D2F puq. We shall define
an orientation concept using these Fredholm operators. Since this section is
quite long, we first give an overview of the main ideas involved:

We start by defining an orientation concept for a general topological space
which has a Fredholm operator associated to each point. This is done by
constructing a determinant bundle which provides an analog to the top ex-
terior power of the cotangent bundle. An orientation is then defined a non-
vanishing section of this line bundle. Then looking at the trivial case, there
exists an orientation that we can define on ΘFA P Σ since it is contractible.
We define a gluing map of these Fredholm operators in different classes in
such a way that it induces an orientation on the target class which is inde-
pendent of the actual gluing map and which obeys the rule of associativity.
We then move on to the non-trivial case where we have that each trajectory,
u has an associated Fredholm operator, Du. We construct suitable triviali-
sations that enable us to transfer to the trivial case in a coherent manner.
Then we show that the concept of gluing of operators developed in the trivial
case is actually compatible with the gluing map constructed in the previous
section. Finally we show that there indeed exists a choice of orientation that
is coherent w.r.t all the equivalence classes.

Definition 7.1 (Quillen’s Determinant Bundle). Given finite dimensional
vectors spaces, E and G, we consider their exterior maximum power deriva-
tive, i.e. ΛmaxE “ ΛdimpEqE which is a 1-dimensional vector space with basis
te1 ^ ... ^ enu where, teiu

n
i“1 is a basis for E and define their determinant

bundle by
DetpE,Gq :“ pΛmaxEq b pΛmaxGq˚

where V ˚ simply denotes the dual of V . For a Fredholm operator, F P

FpX, Y q we define

DetpF q “ DetpkerpF q, cokerpF qq

Notice that due the Fredholm property, DetpF q is well-defined. So given a
continuous function, f : Z Ñ FpX, Y q where Z is a topological space, we can
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define a fibre, Detpfpzqq at each z. However we cannot immediately deduce
that this indeeds form a line bundle on Z.

Remark:
If there exists an open neighbourhood, U Ă Z such that dimpkerpfpzqqq is
constant for z P U , then since the Fredholm index is locally constant it follows
that dimpcokerpfpzqqq is constant as well. Then

ď

zPZ

tzu ˆ kerpfpzqq Ñ U and
ď

zPZ

tzu ˆ cokerpfpzqq Ñ U

are vector subbundles of ZˆX and ZˆY respectively, where the cokernel is
naturally identify with the complement of the Rpfpzqq. Since for each z P U ,
kerpfpzqq – Rk, where k is independent of z, we naturally obtain a smooth
trivialisation, φ : π´1pUq

»
ÝÑ U ˆ Rk, similarly for cokerpfpzqq. So Detpfq

indeed defines a line bundle on Z.

If fpzq does not have a locally constant dimensional kernel, then we use the
following trick:
Since fpzq is Fredholm, it has a finite codimensional range, say with basis
ty1, ..., ynu so we define a linear map, ψ : Rn Ñ Y by ψpeiq “ yi, then

f̂ψpzq : Rn
ˆX Ñ Y

ph, kq Ñ ψphq ` fpzq ¨ k

is Fredholm since ψ is trivially a compact operator (see property 3 of Fred-
holm operators) and also f̂ψpzq is surjective hence cokerpf̂ψpzqq is trivial.
Since surjectivity is a regular property (proof is similar to isomorphism be-
ing regular) and the Fredholm index is locally constant, we can find a neigh-
bourhood, Upzq of z such that f̂ψ|Upzq is a surjective Fredholm operator of
constant index for any y P Upzq, we further define

fψpyq : Rn
ˆX Ñ Rn

ˆ Y

ph, kq ÞÑ p0, f̂ψpyqq

so kerpfψpzqq “ kerpf̂ψpzqq and cokerpfψpyqqq – Rn. We get the following
exact sequence:

0 Ñ kerpfpyqq
d1
ÝÑ ker fψpyq

d2
ÝÑ Rn d3

ÝÑ coker fpyq ÝÑ 0
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where d1pkq “ p0, kq, d2ph, kq “ h, and d3phq “ φphq mod Rpfpyqq

since kerpd1q “ 0

Rpd1q “ 0‘ kerpfpyqq “ kerpd2q

Rpd2q “ th P Rn : D k s.t f̂ψpyqph, kq “ 0u “ kerpd3q

Rpd3q “ cokerpfpyqq

We conclude with the following lemma:

Lemma 7.1. Given an exact sequence,

0 ÝÑ E1
d1
ÝÑ E2 ÝÑ ...

dn`1
ÝÝÝÑ En ÝÑ 0

there is a canonical isomorphism, φ :
Â

i evenpΛ
maxEiq

»
ÝÑ

Â

i oddpΛ
maxEiq

Sketch of proof. Choose a basis for E1 and extend by exactness to a basis of
E2 and repeat. Then there is a natural choice of an isomorphism which is in
fact independent on the choice of basis.

Λmax kerpfpyqq b ΛnRn »
ÝÑ Λmax kerpfψpyqq b Λmax cokerpfpyqq

Multiplying both sides by pΛmax cokerpfpyqqq˚ b pΛnRnq and using that
pΛmaxV q b pΛmaxV q˚ – R by ξ b η˚ ÞÑ η˚pξq and V bW – W b V , we get:

Λmax ker fpyq b pΛmax coker fpyqq˚
»
ÝÑ Λmax ker fψpyq b pΛ

nRn
q
˚

i.e. Detpfpyqq – Det fψpyq

so Detpfpyqq defines a line bundle on Z, since by the above remark Detpfψpyqq
does. We can now define an orientation of f.

Definition 7.2. An orientation of f : Z Ñ FpX, Y q is a non-vanishing
section of the determinant bundle, Detpfq Ñ Z.

Returning back to our situation we have that each trajectory, u has an asso-
ciated Fredholm operator, namely DFu which we can now use to construct
an orientation on this space of trajectories. As in the section of Fredholm
analysis, we will first develop the orientation concept for the trivial bundle,
R ˆ Rn and use a trivialisation to transfer it to the non-trivial case in way
that does not depend on the choice of trivialisation. The main hurdle in our
situation is that we need an orientation concept that is compatible under
the gluing operation. We will henceforth use the same notation as in chap-
ter 3. From lemma 3.4, we may choose asymptotic representatives for each
contractible class, ΘFA “ ΘpA´, A`q.
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Definition 7.3. Let K,L P Σ, where K “ B

Bt
` A and L “ B

Bt
` B with

A,B being asymptotically constant with K` :“ A` “ B´ “: L´, we define a
gluing of operators K and L by:

K#ρL “ FAρ P ΘpK´, L`q

Aρptq “

"

Apt` ρq, t ď 0
Apt´ ρq, t ě 0

@ρ ě ρ0pK,Lq such that Ap¨ ` ρq|r´1,`8s “ A` “ B´ “ Bp¨ ´ ρq|r´8,1s under
the asymptotic assumption.

It follows from our definition and theorem 3.5, that

indpK#ρLq “ µpA´q ´ µpB`q “ µpA´q ´ µpA`q ` µpB´q ´ µpB`q

“ indpKq ` indpLq

Clearly the class, ΘK#ρL does not depend on parameter, ρ but only on the
asymptotic behaviour of the operators. If we define the index and gluing
operators on the equivalence classes, ΘFA then the above relation can be
written as

` ˝ pind, indq “ ind ˝ #

In words, the sum of the indices is equal to the index of the glued (asymp-
totically constant) operators. Hence we consider the determinant bundle on
the equivalence classes, ΘFA defined by

Det F Ñ ΘpK`, K´
q

where F : ΘpK´, K`q Ñ FpX, Y q (which we showed is continuous) such that
F pAq “ FA, more explicitly, A ÞÑ B

Bt
`Aptq with A˘ “ K˘. Since ΘpK`, K´q

is contractible any fibre bundle over it is trivial, in particular, Det F is a
trivial bundle, i.e. there exists a non-vanishing global section, hence these
determinant bundles are indeed orientable.

As mentioned above we need to show that given arbitrary orientations of ΘK

and ΘL, these induce an orientation of ΘK#ρL and furthermore, this orien-
tation does not depend on the choice of class representatives.

From lemma 3.4, we know that each equivalence class is contractible, so given
K0, K1 P ΘK , we can define a homotopy, Kτ : r0, 1s ˆ ΘK Ñ ΘK (similarly
for ΘL).
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From our previous construction, given Kτ , Lτ P FpH1,2pRq, L2pRqq with
Kτ` “ Lτ´, we can find a linear maps, ψτ : Rk Ñ L2 such that:

DetpKτ
ψτ q – DetpKτ

q and DetpLτψτ q – DetpLτ q

Moreover, we can assume that ψτ paq P H1,2pRq has compact support for each
a P Rn since we know that K̂τ

ψτ is a surjective Fredholm operator and hence

there exists ε ą 0 such if ||K̂τ
ψτ ´ F ||L ă ε then F is a surjective Fredholm

operator. So it suffices to replace ψτ paq by βψτ paq for an appropriate cut-
off function, β such that we can take F “ K̂τ

βψτ . Note that since r0, 1s is
compact and Kτ is continuous, we can choose β and ε independent of τ.

Definition 7.4. With consideration to the extension to surjective Fredholm
operators, we need to modify definition 7.3, with compact support assumption
on ψτ , and again due to the compactness of r0, 1s and continuity of Kτ , we
can choose ρ0 large enough such that for ρ ą ρ0pτq,

K̂τ
ψτ#ρL̂

τ
ψ : Rk

ˆ Rk
ˆX Ñ Y

pa, b, sq ÞÑ pKτ#ρL
τ
q ¨ s` ψτ paqp¨ ` ρq ` ψτ pbqp¨ ´ ρq

Theorem 7.2. Noting that Rk ˆ Rk ˆ X is a Hilbert space, we define an
orthogonal projection, P τ

ρ onto finite dimensional subspace, kerpK̂τ
ψτ#ρL̂τ ψτ q

such that for ρ ą ρ2 ą ρ0, K̂τ
ψτ#ρL̂

τ
ψτ is surjective and the following map is

an isomorphism,

φτρ “ P τ
ρ ˝#ρ : ker K̂τ

ψτ ˆ ker L̂τψτ
»
ÝÑ kerpK̂τ

ψτ#ρL̂
τ
ψτ q

ppa, uq, pb, vqq ÞÑ P τ
ρ pa, b, uρ ` v´ρq.

Proof. The proof is identical to theorem 6.2, by replacing Du, Dv and Dχ by

K̂τ
ψτ , L̂

τ
ψτ and K̂τ

ψτ#ρL̂
τ
ψτ .

Hence this induces the isomorphism :

pΛmax ker K̂τ
ψτ q b pΛ

max ker L̂τψτ q
»
ÝÑ Λmax kerpK̂τ

ψτ#ρL̂
τ
ψτ q (3)

from previous construction, we also have:

Kτ
ψτ#ρL

τ
ψτ :Rk

ˆ Rk
ˆH1,2

Ñ Rk
ˆ Rk

ˆ L2

pa, b, uq ÞÑ p0, 0, pK̂τ
ψτ#ρL̂

τ
ψτ qpa, b, uqq

which is equivalent to Kτ
ψτ#ρL

τ
ψτ ” pK

τ#ρL
τ qψτρ‘ψτ´ρ . We also see that:

cokerpKτ
ψτ#ρL

τ
ψτ q – Rk

ˆ Rk for ρ ě ρ2
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Using the canonical isomorphism:

pΛmaxRk
q
˚
b pΛmaxRk

q
˚ –
ÝÑ pΛmaxR2k

q
˚

ω b η ÞÑ ω ^ η

and multiplying (3) by pΛmaxRkq˚ b pΛmaxRkq˚ we get

pΛmax ker K̂τ
ψτ qb pΛ

maxRk
q
˚
bpΛmax ker L̂τψτ q

˚
bpΛmaxRk

q
˚ »
ÝÑ DetpKψ#ρLψq

ñ DetpKτ
ψτ q bDetpLτψτ q

»
ÝÑ DetpKτ

ψτ#ρL
τ
ψτ q

So we obtain an isomorphism:

DetKτ
bDetLτ

»
ÝÑ DetpKτ#ρL

τ
q

The above also gives us a vector bundle isomorphisms on r0, 1s Q τ , hence
this shows that induced orientation is actually independent on our class rep-
resentatives. So to summarise we have defined a gluing operation for asymp-
totically constant operators which is compatible with our orientation concept
and which does not depend on the actual representatives. Using similar tech-
niques as above, we can also prove that the orientation induced by our gluing
map is an associative operation as well. We now give the conclusion of our
analysis as a theorem :

Theorem 7.3. Given asymptotically constant operators, K,L such that K` “

L´ and orientations, oK and oL of the determinant bundles, ΘK and ΘL re-
spectively, then for all ρ ą ρ0

#ρ : pK,Lq ÞÑ K#ρL

induces an orientation on ΘK#L denoted by oK#oL which is independent on
the representatives, K,L and furthermore,

poK#oLq#oM “ oK#poL#oMq

So far, we have been able to define an orientation concept on trivial bundles
which is compatible w.r.t the gluing operation. As stated earlier, we now
want to transfer our results to the non-trivial bundles, i.e. the pullback
bundles given by the smooth trajectories in M . One of the problem we
run into is that if 2 trajectories have the same endpoints, then we need
to know how the pullback tangent spaces at the endpoints are related in
order to define a compatible orientation at these points. More explicitly,
say up˘8q “ vp˘8q then by reparametrising we have that u ˝ v̄ is a loop,
where v̄ptq “ vp´tq. If pu ˝ v̄q˚TM – S1 ˆ Rn then we can find a canonical
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orientation, however it may also happen that this bundle is not trivial, i.e.
we obtain a M:obius band. Moreover, we also have to take into account that
each Fredholm operator, D2F puq is associated with a trajectory, u, so need
to define an appropriate equivalence relation taking into consideration the
trajectories. We denote Σu˚TM,u˚∇ as in definition 3.6 simply by Σu˚TM .

Definition 7.5. Let K P Σu˚TM and L P Σv˚TM , then we define an equiv-
alence relation by pu,Kq „ pv, Lq if and only if up˘8q “ vp˘8q and
K˘ “ L˘ P EndpTup˘8qMq.
Given trivialisations,

φu : u˚TM
»
ÝÑ Rˆ Rn

similarly for φv. We say φu and φv is an admissible pair for pu,Kq „ pv, Lq
if

1. φup´8q “ φvp´8q

2. φup`8q ¨ φvp`8q
´1 “ diagp˘1, 1, ..., 1q P GLpn,Rq and

3. the trivialised operators are equivalent, φuKφ
´1
u „ φvLφ

´1
v , i.e. they

agree at infinity.

Remark: There always exists an admissible pair. If φ : pu˝v̄q˚TM – S1ˆRn,
then letting φu be the restriction of φ to the half loop defined by u and φv be
the restriction to the other half loop and with an appropriate reparametrisa-
tion, we see that φu, φv form an admissible pair with φup`8q “ φvp`8q. On
the other hand, if we have a M:obius band, then due to the “twist”, we can
simply fix φup´8q “ φvp´8q then “untwist” at the other endpoint by mul-
tiplying by diagp´1, 1, ..., 1q, i.e. either φup`8q “ diagp´1, 1, ..., 1q φvp`8q
or diagp´1, 1, ..., 1q φup`8q “ φvp`8q. (We can think of this as adding a
twist to the M:obius band in an appropriate manner so that it undoes the
original twist).
These admissible trivialisations allow us to transfer the orientation problem
on the non-trivial bundle to the trivial case, more precisely, these trivialisa-
tions induce an orientation on the non-trivial bundle which is independent
of the actual choice of admissible trivialisation. We will assume throughout
the rest of this section that K and L are equivalent.

Theorem 7.4. Let pφ, ψq and pφ1, ψ1q be admissible pairs for pu,Kq „ pv, Lq
and let oK and oL be arbitrary orientations of DetpKq and DetpLq, respec-
tively. We may trivialise the sections by φpoKq “ oφKφ´1 and ψpoLq “ oψLψ´1.
Then

φpoKq “ ψpoLq ¨ α, where α is a strictly positive function on ΘφKφ´1
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if and only if,

φ1poKq “ ψ1poLq ¨ β, where β is a strictly positive function on Θφ1Kφ1´1

i.e. φpoKq » ψpoLq ô φ1poKq » ψ1poLq

Hence we conclude from this theorem that an admissible pair induces a unique
orientation on an equivalence class, ru,Ks i.e. it suffices to orient any L P
ru,Ks, then this will orient all the other elements. Equivalently, for any
admissible pair, pφ, ψq,

oK » oL ô φpoKq » ψpoLq.

Sketch of proof. Suppose φpoKq » ψpoLq. We want to show that φ1poKq »
ψ1poLq equivalently φ1φ´1φpoKq » ψ1ψ´1ψpoLq. So it is sufficient to show
that detpψψ1´1φ1φ´1qp˘8q ą 0 and that αpoKq » oK for αptq P GL` i.e. it
is invertible and has positive determinant, where L “ α ¨K ¨ α´1 (the exis-
tence of this α is from the fact that they are equivalent). By our admissible
assumption, pψψ1´1φ1φ´1qp´8q “ Id and since it varies continuously and is
never singular hence it is in the connected component GL`pnq and hence
pψψ1´1φ1φ1´1qp`8q “ Id as well. For the second part, we may assume that
αp˘8q “ Id by row reducing. Furthermore we may assume K “ B

Bt
` Id and

that

αptq “

¨

˚

˚

˝

cospθq sinpθq
sinpθq cospθq

0

0 Id

˛

‹

‹

‚

where θptq P C8pR,S1q is asymptotically constant. (See [11] for details of
these assumptions)
Then

αpKq “ α ¨K ¨ α´1
“ K ` 9θ ¨

¨

˚

˚

˝

0 ´1
1 0

0

0 Id

˛

‹

‹

‚

Since || 9θ||0,2 ă `8 and K is an isomorphism by reparametrising αptq we may

assume that ||K ´ α ¨K ¨ α´1||L ă || 9θ||0,2 is small enough so that αpKq is an
isomorphism and so induces an isomorphism on the orientations.

We now need to induce coherent orientations w.r.t gluing of paths, i.e. given
orientations for 2 classes, we need to induce a compatible orientation on the
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glued trajectory. So we need to look once again at our pre-glued trajectories,
u#o

ρvptq.
So let up`8q “ vp´8q “ y, then since our manifold is compact, we can
always find a normal neighbourhood, Upyq then by means of a coordinate
chart, Γ “ G ˝ exp´1

y where G is an isomorphism of the tangent space at y
and Rn we have:

Γ : TM
ˇ

ˇ

Upyq

»
ÝÑ Upyq ˆ Rn

By assuming that up´1,`8s, vr´8, 1q Ă Upyq, the above trivialisation by
restriction to the trajectories of u and v in Upyq induces trivialisations:

φ : u|˚p1,`8sTM
»
ÝÑ p´1,`8s ˆ Rn , ψ : v|˚r´8,`1qTM

»
ÝÑ r´8,`1q ˆ Rn

then we may extend these to trivialisations φ and ψ on u˚TM and v˚TM
respectively. This can be done for instance by choosing a smooth function,
β which is 1 on r´8,´2s and 0 on r´1,8s with 9β ă 0 on p´2,´1q, then

defining φ´1 “ β ¨ φ´1
u ` φ

´1
for a smooth trivialisation φu that agrees with

φ at ´1. So we define gluing for trivialisations, φ and ψ as follows:

φ#o
ρψ : pu#o

ρvq
˚TM

»
ÝÑ Rˆ Rn

φ#o
ρψptq “

$

&

%

φpt` ρq, t ď ´1
Γu#o

ρvptq, |t| ď 1

φpt´ ρq, t ě `1

In essence, for the ends of u and v close enough to y we glue them by means
of the pre-gluing map which as we saw in the last section coincides with u
and v for |t| ą 1 then since Γ is compatible with the charts, φ and ψ by the
above construction, so we have a natural definition for trivialisation of the
pullback bundle by the pre-glued trajectory that coincides with φ and ψ.

Definition 7.6. Let K P Σu˚TM , L P Σv˚TM and we denote their trivialisa-
tions by Kφ and Lψ respectively. Observe that

pKφqρ “ φpt` ρqp
B

Bt
` AKpt` ρqqφpt` ρq

´1
“ pKρqφ

In order to define a gluing of operators as in the trivial case, we want them
to be asymptotically constant at those ends, so we choose asymptotically con-
stant representatives by:

Kφas “
B

Bt
` β´ ¨ AKφ ` β

`
¨ A`Kφ P ΘKφ

Lψas “
B

Bt
` β´ ¨ A´Lψ ` β

`
¨ ALψ P ΘLψ
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and clearly Kφasp`8q “ Lψasp´8q. So since we already know how to glue
trivial asymptotic operators in a way that is compatible with orientation (the-
orem 7.3), so we have an isomorphism:

DetKφas ˆDetLψas
»
ÝÑ DetpKφas#Lψasq (˚)

We may simply define gluing of operators by gluing of their constant repre-
sentatives since in view of theorem 7.4 this is sufficient to orient

ΘKφ#o
ρLψ “ ΘKφas#ρLψas ,

i.e. we write Kφ#o
ρLψ “ Kφas#ρLψas for ρ ě 1. By p˚q, the induced orienta-

tion does not depend on our choice of asymptotic constant representatives.
So we can now transform back to the non-trivial bundle by,

K#o
ρL :“ pφ#o

ρψq
´1
pKφ#o

ρLψqpφ#o
ρψq P Σpu#o

ρvq
˚TM

To summarise:
We have constructed a gluing operation

#o
ρ : ru,Ks ˆ rv, Ls Ñ ru#o

ρv,K
´, L`s “ ru,Ks#o

ρrv, Ls

which induces a canonical orientation opu#o
ρvq on the class rpu#o

ρvq, pK#o
ρLqs

by opru,Ksq and oprv, Lsq from p˚q. Moreover from the trivial case, we also
have the associativity property:

popru,Ksq#opru, Lsqq#opru,M sq “ opru,Ksq#popru, Lsq#opru,M sqq.

We now state the results for the trajectories solving F puq “ 9u`∇f ˝ u “ 0
with the associated Fredholm operators,

Du : H1,2
pu˚TMq Ñ L2

pu˚TMq

which is simply the linearisation of our operator, F in local coordinates at
u and in a trivialisation of the Banach bundle, L2 (as already seen in the
gluing section). Also recall that we showed that these Fredholm operators
are actually surjective, i.e. cokerpDuq

˚ – 1˚, for both the time-dependent
and time-independent trajectories.
Note that in above analysis, we defined a gluing operator, #o for Fredholm
operators, we still need to verify that this orientation is indeed compatible
with the actual trajectory gluing, #ρ since the glued trajectory already has
the associated Fredholm operator, Du#ρv, i.e. we need to show that the
orientation associated to ru#ρv,Du#ρvs agrees with ru#o

ρv,Du#
o
ρDvs.



7 ORIENTATION OF SPACE OF TRAJECTORIES 65

Theorem 7.5. Considering the gluing map,

Mx,y ˆMy,z Q pu, vq ÞÑ u#ρv PMx,y

given orientations, oru,Dus and orv,Dvs, the isomorphism

D#ρ : DetpDuq bDetpDvq – kerDu ˆ kerDv
»
ÝÑ kerDu#ρv – Detpu#ρvq

induces the same orientation oru#ρv,Du#ρvs as oru,Dus#orv,Dvs and more-
over,

ru#ρv,Du#ρvs “ ru#o
ρv,Du#

o
ρDvs

The proof consists of first showing that trajectories u#ρv and u#o
ρv are ho-

motopic and that this homotopy induces an isomorphism of DetpDu#ρvq and
DetpDu#o

ρvq. Hence ru#ρv,Du#ρvs “ ru#o
ρv,Du#o

ρvs have the same orienta-
tion. Then we verify that ru#o

ρv,Du#o
ρvs “ ru#o

ρv,Du#
o
ρDvs by constructing

a homotopy of isomorphisms to our above defined gluing operator. The
reader to is referred to [11] for details of these constructions. A similar anal-
ysis leads to the corresponding result for the time-dependent trajectories.

With regards to the λ-parametrised trajectories, we have to considerGαβpλ, γq
(defined in the transversality section). Although DGαβ is a surjective Fred-
holm operator, D2G

αβ is not always surjective. So we once again use lemma
7.1 and the exact sequence:

0 Ñ kerpD2G
αβ
q
d1
ÝÑ kerpDGαβ

q
d2
ÝÑ Tλr0, 1s – R d3

ÝÑ cokerpD2G
αβ
q ÝÑ 0

to obtain the isomorphism:

Ω : DetpD2G
αβ
q
»
ÝÑ DetpDGαβ

q – Λmax
pDGαβ

q

Hence w.r.t the Fredholm operator, D2Fuλ “ Duλ P Σu˚λTM
, where uλ is a

λ-parametrised trajectory, we once again have that the orientation induced
by Ω and that induced by the gluing operator we defined are compatible:

Theorem 7.6. Considering the gluing map,

MH
xα,yβ

ˆMfβ

yβ ,zβ
Q ppλ, uλq, vq ÞÑ pλ, uλq#

H
ρ v “ pλ̃, wλ̃q PM

H
xα,yβ

given orientations, oruλ, Duλs and orv,Dvs then the isomorphism induced by
Ω induces the same orientation as the one we defined, i.e.

orwλ̃, Dwλ̃
s “ oruλ, Duλs#orvλ, Dvλs

and moreover,
rwλ̃, Dwλ̃

s “ ruλ#
o
ρv,Duλ#o

ρDv s.
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The proof is similar to the previous one but by taking into consideration the
surjective operator, Dαβ then using Ω to transfer the orientation to D2G

αβ.
See [11].

We now want to orient the equivalence classes in such way that their orien-
tations are compatible with gluing. The picture to have in mind here is that
Mf

x,y ˆMf
y,z and Mf

x,w ˆMf
w,z both consist of broken trajectories that can

be glued into the space Mf
x,z, so we need to verify that there exists choices

of orientations such that the induced orientations are coherent, i.e. there is a
choice of orientations on these four spaces of trajectories so that when glued
the induced orientations are the same on Mf

x,z.

Definition 7.7. Denote by

Λ :“ tru,Ks : u P C8pR,Mq, K P Σu˚TMu

the set of all equivalence classes of Fredholm operators along compact curves
joining critical points of some Morse function, f . Then any map, σ which
picks an orientation σru,Ks of each class ru,Ks is called coherent if it is
compatible with the gluing operation, i.e.

σru,Ks#σrv, Ls “ σru#v,K#Ls

We denote CΛ “ tσ : σ coherentu. Let

Γ “ tf : Λ Ñ t˘1u : fpru,Ks#rv, Lsq “ fpru,Ksq ¨ fprv, Lsqu

be the group acting on CΛ by

Γˆ CΛ Ñ CΛ

pf, σq ¨ pru,Ksq “ fpru,Ksq ¨ σru,Ks

Note that Γ is indeed a group with group operation, f ˝ g “ f ¨ g, inverses,
f´1 “ ´f and Id “ 1.

Theorem 7.7. CΛ ‰ Ø, i.e. there exists coherent orientations and Γ acts
freely and transitively, i.e. all the stabilisers of CΛ are trivial and any two
coherent orientations are related by some f P Γ.

Proof. CΛ ‰ Ø We give a constructive proof. Consider the constant trajec-
tory, u0ptq “ x0 P M then the associated Fredholm operator, K0 “ Du0 P

Σu˚0 TM
is given by

Du0 “
B

Bt
` A
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with A P C8pEndpu˚0TMqq being the Hessian of f at critical point, x0. Hence
A is an isomorphism, so DetpDu0q “ Λ0t0u b pΛ0t0uq˚ “ R b R˚ so we may
orient ru0, Du0s by 1b 1˚. Let

S˘ “ tru,Ks P Λ : up˘8q “ x0u

and fix an orientation, σru,Ks for each element of S´. We also have S` – S´

by ruptq, K´, K`s ÞÑ rup´tq, K`, K´s. So the relation

σrup´tq, K`, K´
s#σruptq, K´, K`

s “ σru0, K0s

(since K` “ K0) fixes an orientation for each ruptq, K´, K`s in S`.

x0

up´8q “ vup`8q

up`8q “ wup´8q

vu

u

wu

Now considering

rvu, K0, K
´
s P S´ with vup`8q “ up´8q

rwu, K
`, K0s P S

` with wup´8q “ up`8q

By the associativity rule, we already have an orientation on ru,Ks given by

σrvu, K0, K
´
s#σru,Ks#σrwu, K

`, K0s “ σru0s.

So by repeating this process we have actually constructed a coherent orien-
tation, σ. To summarise, we start at a critical point and choose arbitrary
orientations for curves starting at that point, then this fixes an orientation
for curves ending at that point. Using the rules of associativity, we construct
a coherent orientation on Λ.
Γ acts freely By the above construction and the definition of Γ, it is clear
that

fpru,Ksqσru,Ks “ σru,Ks ô fpru,Ksq “ 1
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Γ acts transitively Let σ1, σ2 P CΛ and let σ1 “ f ¨ σ2, where f : Λ Ñ t˘1u,
then a direct calculation and using that f 2 “ 1 shows that:

σ1ru,Ks#σ1rv, Ls “ f ru#v,K#Ls ¨ f ru,Ks ¨ f rv, Ls ¨ σ1ru,Ks#σ1rv, Ls

ñ f ru,Ks ¨ f rv, Ls “ f ru#v,K#Ls i.e. f P Γ

This concludes the section of orientation of our Banach space of trajectories.
We are now in position to define the Morse homology over the ring of integers.



8 Morse Homology

In this chapter, we shall use all the results obtained from our analysis in
previous chapters to define the Morse homology and show its independence
on the choice of Morse function. As a result we obtain Poincaré Duality
theorem as a simple corollary of this invariance. In order to make appropriate
sign choices in our construction, we need to consider, in contrast to coherent
orientations, canonical orientations of the Fredholm classes, ru,Ks P Λ for
isolated trajectories. We shall use the natural notations u, uh and pλ, uλq for
the each three types of trajectories.

1. Time independent case, Mf
x,y with µpxq ´ µpyq “ 1

Mf
x,y is a 1-dimensional manifold with TuMf

x,y ” kerDu and recall
also that Du is onto hence it has a trivial cokernel. We may thus find
a canonical orientation by

0 ‰ ´∇f ˝ u “ 9u P kerDu – DetDu

since F puptqq “ 0 implies 9u is in the kernel of the linearisation of F .
Also 9u is invariant under reparametrisation by the 1-dimensional time-
shifting. So we denote this canonical orientation on xMf

x,y by r 9̂us. (The

other possible choice naturally being ´ 9̂u)

2. Time independent case, Mhαβ

xα,yβ
with µpxαq ´ µpyβq “ 0

We still have that Du is onto and since the relative index is zero, kerDu

is trivial as well. Hence DetDuh – RbR˚. So we choose the canonical
orientation, r1b 1˚s.

3. λ-parametrised case, MHαβ
λ

xα,yβ with µpxαq ´ µpyβq ` 1 “ 0

Although we have that DGαβ is onto, D2G
αβ in general is not. So we

once again use the canonical isomorphism constructed in the previous
chapter,

Ω : DetD2G
αβ »
ÝÑ Λmax kerDGαβ

where D2G
αβ “ Duλ P Σu˚λTM

. Since MHαβ
λ

xα,yβ is a 0-dimensional mani-

fold and DGαβ is onto so it also has a trivial kernel and hence we get the

canonical orientation 1b 1˚ on Tpλ,uλqM
Hαβ
λ

xα,yβ . The index formula from
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theorem 4.9 also implies that dimpkerDuλq “ 0 and dimpcokerDuλq “

1. Recall that DGαβ “ D1G
αβ `D2G

αβ and it is onto so cokerpDuλq –

RpD1G
αβq. Hence we obtain the canonical orientation 1bpD1G

αβ ¨ B
Bλ
q˚

on ruλ, Duλs in P1,2
x,y .

These canonical choice of orientations define the coefficients (in Z) that arise
w.r.t the boundary map, B.

Definition 8.1. Given a fixed coherent orientation, σ P CΛ, we define the
characteristic signs, τpuq associated to the isolated trajectories considered
above by:

1. τpûqσrûs “ r 9̂us

2. τpuhqσruhs “ r1b 1˚s

3. τpuHqσruHs “ r1b pD1G
αβ ¨ B

Bλ
q˚s

So τpuq are the signs (˘1) that arise by comparing a coherent orientation
and the canonical orientation. We are now in position to define the Morse
Chain Complex. From now on we shall denote all three types of trajectories
by u as long as there is no risk of confusion.

Definition 8.2 (Morse Complex). Let f P C8pM,Rq be a Morse function
and denote by Critkpfq its critical points of index k and the free abelian group
over Z generated by Critkpfq by Ck. Given a coherent orientation σ P CΛ we
define the boundary maps,

Bk : Ckpfq Ñ Ck´1pfq

x ÞÑ
ÿ

yPCritk´1pfq

xx, yy y

where

xx, yy “

$

&

%

ř

puPxMf
x,y

τpûq, if µpxq ´ µpyq “ 1

0, otherwise

So xx, yy in fact counts the number of (unparametrised) trajectories joining
x and y (which is finite by compactness of M) with coefficients determined
by the characteristic signs. The chain complex is written out as,

¨ ¨ ¨ Ñ Ck`1
Bk`1
ÝÝÝÑ Ck

Bk
ÝÑ Ck´1

Bk´1
ÝÝÝÑ ¨ ¨ ¨

B1
ÝÑ C0

Note that here Ck “ 0 for k ě pn` 1q.
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We shall prove the fundamental theorem of this article:

Theorem 8.1. For any fixed σ P CΛ, given Morse functions, fα and fβ,
there is a canonical isomorphism

Φβα
˚ : H˚pf

α
q
»
ÝÑ H˚pf

β
q

which satisfies the relations,

1. Φβα
˚ ˝ Φγβ

˚ “ Φγα
˚

2. Φαα
˚ “ Id

3. Φβα
˚ “ pΦαβ

˚ q
´1

Hence our homology theory is in fact independent on the choice of Morse
function. We first need to check that our boundary map indeed satisfies
B2 “ 0. A direct computation gives:

B
2x “ B

»

–

ÿ

yPCritk´1 f

xx, yy y

fi

fl

“
ÿ

zPCritk´2 f

ÿ

yPCritk´1 f

xx, yy xy, zyz “
ÿ

zPCritk´2 f

ÿ

ppu,pvqPĂMx,z

τpruqτprvqz

“
ÿ

zPCritk´2 f

ÿ

rppu,pvqsPĂMx,z{„

ÿ

ppu,pvqPrppu,pvqs

τpruqτprvqz

where the last equality follows from the fact that ĂMx,z can be decomposed into
equivalence classes where each class consists of exactly two broken trajectories
corresponding to the opposite ends of the connected components of Mf

x,z.
Hence if we were working over the finite field, Z2 then we could immediately
conclude that B2 “ 0. To reach the same conclusion, we need to show that

τppu1qτppv1q “ ´τppu2qτppv2q

for τppu1qτppv1q and τppu2qτppv2q corresponding the opposite ends on a connected
component. By the theory of coherent orientations, we have

σrpu1s#σrpv1s “ σrpu1#pv1s

“ σrpu2#pv2s

“ σrpu2s#σrpv2s

where the second equality is due to the fact that u1#v1 and u2#v2 belong to
the same connected component of Mf

x,z and as such have the same orientation
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induced by σ. From our definition of the characteristic signs we also have the
relation:

r 9
puis#r 9pvis “ τppuiqτppviqσrpuis#σrpvis for i “ 1, 2

So we need to look at how the gluing operation, #ρ transforms the canonical
orientations. Recall the isomorphism given by :

xMf
x,y ˆ R »

ÝÑMf
x,y

ppu, τq Ñ puτ “ pup¨ ` τq

Given broken trajectories in xMo
x,z (connected component), we can find ε ą 0

and a gluing parameter, ρ0 such that the following diagram commutes:

tûup´ε,εq ˆ tv̂up´ε,εq Mo
x,z

pρ0 ´ ε, ρ0 ` εq xMo
x,z

#ρ0

¨{Rϕ

ψ

where, ϕpρq “ pûρ´ρ0 , v̂ρ0´ρq (this corresponds to a shifting by ρ as in the def-

inition of the pre-gluing map) and ϕpρq “ ûx#ρv̂. Moreover, we also consider
the diffeomorphism given by:

φ : xMo
x,z

»
ÝÑ p´1, 1q

We now look at the canonical orientations:

Given B

Bs
P Ts0p´1, 1q, we obtain e “ φ´1

˚
B

Bs
P Tφpρ0q

xMo
x,z. Then the time-

shifting invariance induces the orientation vector pe, B
Bτ
q on Mo

x,z. On the

other hand, the vector B

Bρ
P Tρ0pρ0 ´ ε, ρ0 ` εq (note that this corresponds to

the direction ρ increases, i.e. convergence to broken trajectories) is mapped

to the orientation vector, ψ˚
B

Bρ
P Tψpρ0q

xMo
x,z and to the orientation vector

p 9
pu,´ 9

pvq on tûup´ε,εq ˆ tv̂up´ε,εq by ϕ. So by commutativity, #ρ0 identifies

p 9
pu,´ 9

pvq with pψ˚
B

Bρ
, B
Bτ
q. So to study the change in orientation given by #ρ0

it now suffices to compare e and ψ˚
B

Bρ
or equivalently, B

Bs
and pφ ˝ ψq˚

B

Bρ
.

If φpû1
x#ρv̂1q Ñ 1 as ρÑ 8 and φpû2

x#ρv̂2q Ñ ´1 as ρÑ 8.
then B

Bs
is identified with B

Bρ
for pû1, v̂1q and ´ B

Bs
is identified with B

Bρ
for

pû2, v̂2q.
This can be viewed as:
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x

y y1

z

û1

v̂1

û2

v̂2

where the arrows on the broken trajectories correspond to the canonical ori-
entation p 9

pu,´ 9
pvq and the opposite pointing arrows correspond to the direction

of convergence of unparametrised trajectories as ρÑ 8, i.e. B

Bρ
. So we deduce

that the gluing operation induces opposite signs on canonical orientations,
i.e.

r 9̂u1s#r 9̂v1s “ ´r
9̂u2s#r 9̂v2s.

hence B ˝ B “ 0.
The next step is to define a chain homomorphism between the chain com-
plexes associated to two Morse function, fα and fβ. It is here that the hαβ-
trajectories will prove to be useful. We define for these trajectories:

x¨, ¨y : Ckpf
α
q ˆ Ckpf

β
q Ñ Z

xxα, xβy “

$

&

%

ř

uPMhαβ
xα,xβ

τpuq, if µpxαq ´ µpxβq “ 0

0, otherwise

By analogy to our definition of the boundary maps we define the chain ho-
momorphism by:

Φβα
k : Ckpf

α
q Ñ Ckpf

α
q

Φβα
k pxαq “

ÿ

xβPCritkpfβq

xxα, xβy xβ

We need to verify that the diagram:

Ckpf
αq Ck´1pf

αq

Ckpf
βq Ck´1pf

βq

Bα

Φβαk Φβαk´1

Bβ
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commutes, i.e. Bβ ˝ Φβα
k “ Φβα

k ˝ Bα. So from this relation we see that Φ
induces a well-defined map in homology.

Sketch of proof. A direct computation gives

pB
β
˝ Φβα

k ´ Φβα
k ˝ B

α
q xα “

ÿ

µpyβq“k´1

”

ÿ

µpxβq“k

ÿ

uαβPMh
xα,xβ

ÿ

ûβPxMfβ
xβ,yβ

τpuαβq ¨ τpûβq

´
ÿ

µpyαq“k

ÿ

vαβPMh
yα,yβ

ÿ

ûαPxMfα
xα,yα

τpuαβq ¨ τpûβq
ı

yβ

We need to show the terms in the square brackets vanish. In this situation
we get two different possible broken trajectories namely:

1. puαβ, ûβq PMhαβ

xα,yβ
ˆ xMfβ

xβ ,yβ
and

2. pûα, vαβq P xMfα

xα,yα ˆMhαβ

yα,yβ

depending on hαβ of course. Considering the first case, we have 2 types of
cobordism equivalence:

1. puαβ, ûβq „ pwαβ, v̂βq, where pwαβ, v̂βq PMhαβ

xα,x1β
ˆ xMfβ

x1β ,yβ
(this means

that they are the boundaries of some connected component)

Our canonical choice of orientation gives the orientation p1b1˚, 9̂uβq on

Mhαβ

xα,yβ
ˆ xMfβ

xβ ,yβ
. So we need to see whether this corresponds to B

Bρ
or

´ B

Bρ
under gluing. A similar analysis as in the proof that B2 “ 0 can

be carried out. The difference being that for mixed broken trajectory
a time-shifting by ´2ρ is only carried out for uβ ( in puαβ, uβq) when
glued. So we get the picture:

� -

@
@
@I

�
�
��

xα

xβ x1β

yβ

uαβ

ûβ,´ 9̂uβ

wαβ

v̂β,´ 9̂vβ
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then as in the previous proof, we get opposite orientations, i.e.

τpuαβqτpûβq “ ´τpwαβqτpv̂βq

2. puαβ, ûβq „ pûα, vαβq, where pûα, vαβq P xMfα

xα,yα ˆMhαβ

yα,yβ

Now we get the picture:

- -
@
@
@R

@
@
@R

xα

xβ yα

yβ

uαβ

ûβ, 9̂uβ vαβ

ûα, 9̂uα

In this case we get :

τpuαβqτpûβq “ τpvαβqτpûαq

Since there is a one to one correspondence between mixed broken trajectories
as the boundaries of a connected component, we can conclude this proof.
More precisely, for type 1)-1) the product of characteristic signs cancel out
in the first term of the above equation i.e. Bβ ˝Φβα

k since they have opposite
signs and for type 1)-2) the corresponding terms from the first and second
term cancel out again. (same for 2)-2) and 2)-1).)

So given Morse functions, fα and fβ we have constructed a chain homomor-
phism, Φβα (depending on hαβ) which induces a homomorphism in homology,
i.e.

Φβα
˚ : H˚pf

α
q Ñ H˚pf

β
q

where Hkpfq :“ ker Bk{ ImpBk`1q.
We now need to show that this homomorphism is in fact canonical, i.e. it
is independent of our homotopy, hαβ. It is here that the λ-parametrised
trajectories will prove to be useful.
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Lemma 8.2. Given two regular finite homotopies, hαβ0 and hαβ1 together with
the associated chain homomorphisms, Φβα

0 and Φβα
1 , we may find a family of

chain homomorphisms,

Ψβα
k : Ckpf

α
q Ñ Cfβ

k`1

such that
Φβα

1,k ´ Φβα
0,k “ B

β
k`1 ˝Ψβα

k ´Ψβα
k´1 ˝ B

α
k

i.e. we have the (non-commutative) diagram:

¨ ¨ ¨ Ck`1pf
αq Ckpf

αq Ck´1pf
αq ¨ ¨ ¨

¨ ¨ ¨ Ck`1pf
βq Ckpf

βq Ck´1pf
βq ¨ ¨ ¨

Bαk`2 Bαk`1

Ψβαk

Bαk

Ψβαk´1

Bαk´1

B
β
k`2 B

β
k`1 B

β
k

B
β
k´1

Proof. Considering the λ-homotopy of homotopies, Hαβ
λ between hαβ0 and

hαβ1 . We once again define by analogy to the definition of B.

Ψβα
k : Ckpf

α
q Ñ Ck`1pf

α
q

xα ÞÑ
ÿ

µpzβq“k`1

xxα, zβy zβ

where, xxα, zβy “
ř

pλ,uλqPMH
xα,zβ

τpuλq and MH
xα,zβ

Ă r0, 1sˆP1,2
xα,zβ

and µpxαq´

µpzβq ` 1 “ 0, hence it is a 0-dimensional space and by compactness results
is a finite set, so Ψk is well-defined. A direct computation gives:

B
β
˝Ψkpxαq “

ÿ

µpxβq“k

”

ÿ

µpzβq“k`1

ÿ

pλ,uλqPMH
xα,zβ

ÿ

ûβPxM
fβ
zβ,xβ

τpuλqτpûβq
ı

xβ (4)

Ψk´1 ˝ B
α
pxαq “

ÿ

µpxβq“k

”

ÿ

µpyαq“k´1

ÿ

pλ,vλqPMH
yα,xβ

ÿ

ûαPxM
fα
xα,yα

τpvλqτpûαq
ı

xβ (5)

pΦ1 ´ Φ0qpxαq “
ÿ

µpxβq“µpxαq

”

ÿ

u1PM
h1
xα,xβ

τpu1q ´
ÿ

u0PM
h0
xα,xβ

τpu2q

ı

xβ (6)

This one dimensional manifold is not necessarily closed hence it may have
boundaries so this leads us to consider 4 possible cases. Each of its connected
component can be diffeomorphic to:
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1. r0, 1s, i.e. it has two boundaries in Mh0
xαβ

Ť

Mh1
xαβ

corresponding to
λ “ 0, 1.

2. S1, in which case there is no boundary or broken trajectories,

3. p0, 1q, i.e. it has a compactification by 2 distinct broken trajectories,
or

4. p0, 1s and r0, 1q, i.e. it has 1 actual boundary and 1 broken trajectory.

Case 2) is trivial.
Case 3) is the similar to the previous theorem. Subtracting (5) from (4) we
see that terms corresponding to mixed broken trajectories cancel out.
For case 1), our choice of canonical orientation, 1 b 1˚ under the isomor-
phism Ω induces orientations pointing towards the interior of the connected
component at λ “ 0 and outwards at λ “ 1. So if the boundary consists of
trajectories, uαβ, vαβ P Mh0

xαβ
then the orientations at the boundaries are in

opposite directions hence we get τpuαβq “ ´τpvαβq. We get the same result
if both boundaries are in Mh1

xαβ
.

On the other hand, if the trajectories are in different space of trajectories
then their orientations agree (both pointing either to the left or to the right)
hence we obtain

τpuαβq “ τpvαβq.

So in equation (6), the terms corresponding to this case cancel out leaving
out only terms that have exactly one (proper) boundary.

For case 4), as mentioned above we already know the canonical orientation
at λ “ 0 and λ “ 1 so we need to look at the orientation at the broken tra-
jectory. There are two possible types of broken trajectories namely puλ, ûβq
and pûα, vλq. We picture these 4 possible situations as follows:

--
@
@
@R

uλ

ûβ

u1

xα

zβ

xβ

-�

�
�
�	

xα

yα

xβ

ûα

vλ

u1



8 MORSE HOMOLOGY 78

- �
�
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uλ

ûβ

u0

xα

z1β

xβ

- -

@
@
@R

xα

y1α

xβ

ûα

vλ

u0

which give the following relations:

1. τpuλqτpûβq “ ´τpu0q

2. τpûαqτpvλq “ τpu0q

3. τpuλqτpûβq “ τpu1q

4. τpûαqτpvλq “ ´τpu1q

Subtracting equation (5) from equation (4) and using the above relations, we
see that it is equal to the reduced equation (6) from case 1). This completes
the proof.

So given c P Critkpf
αq such that Bαc “ 0, i.e. c P kerpBαq then pΦ1´Φ0qpcq P

RpBβk`1q so we conclude that
Φ1˚ “ Φ0˚

i.e. any chain homomorphism induces the same map in homology (indepen-
dent of the homotopy chosen).

Lemma 8.3. The above induced map in homology satisfies the following
composition rule :

Φγβ
˚ ˝ Φβα

˚ “ Φγα
˚ : H˚pf

α
q Ñ H˚pf

β
q.

and so it follows that these maps are isomorphisms with
´

Φγβ
˚

¯´1

“ Φβγ
˚ and

Φαα
˚ “ Id .

Proof. Let xα P Critkpf
αq, xβ P Critkpf

βq, xγ P Critkpf
γq so that µpxαq “

µpxβq “ µpxγq, then from theorem 6.11, there is a bijection between Mhαβ

xα,xβ
ˆ

Mhβγ

xβ ,xγ
and Mhαγ

xα,xγ . Note here that the homotopy hαγ is determined by the
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gluing map, #R. Due to the canonical orientation, 1 b 1˚ on these spaces
of trajectories it follows that τpuαβqτpuβγq “ τpuαβ#Ruβγq “ τpuαγq. So we
get,

Φγβ
˝ Φβα

pxαq “ Φγβ

¨

˚

˝

ÿ

xβ

ÿ

uαβPMhαβ
xα,xβ

τpuαβqxβ

˛

‹

‚

“
ÿ

xγ

ÿ

xβ

ÿ

uβγPMhβγ
xβ,xγ

ÿ

uαβPMhαβ
xα,xβ

τpuαβqτpuβγqxγ

“
ÿ

xγ

ÿ

xβ

ÿ

uβγPMhβγ
xβ,xγ

ÿ

uαβPMhαβ
xα,xβ

τpuαγqxγ

“ Φγα
pxαq

The third equality follows from theorem 6.11 and the above relation of char-
acteristic signs. So we obtain

Φγβ
˚ ˝ Φβα

˚ prxαsq “ Φγα
˚ prxαsq

It is important to note here that this homotopy depends on xα, xβ and xγ,
so we cannot immediately say that this relation holds for all critical points.
However, we may repeat this process for each triple of critical points using
appropriate homotopies but from the previous lemma the map induced in
homology is independent of the homotopy chosen so indeed the above relation
in homology holds for all critical points.

So we have proved the fundamental theorem of this section. Hence from
now on, we may simply denote the homology groups by H‚pMq. Using the
group, Γ defined in the orientation section we can also show that the Morse
homology does not depend on the chosen coherent orientation as well.( See
[11] for the details) To conclude this section we define the Morse cohomology
and prove the Poincaré Duality theorem.
Given a chain complex, pC‚pfq, B‚q we define the cochain complex, pC‚pfq, δ‚q
as its dual, i.e.

¨ ¨ ¨ ÐÝ Ck`1 δk
ÐÝ Ck δk´1

ÐÝÝÝ Ck´1 δk´2

ÐÝÝÝ ¨ ¨ ¨
δ0
ÐÝ C0

Ck
pfq “ HompCkpfq,Zq and δkpc˚kqpck`1q “ c˚kpBk`1ck`1q

We define the cohomology group by Hk :“ ker δk{ Im δk´1.
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Theorem 8.4. Poincaré Duality Theorem
For a closed orientable n-manifold, M, there is a natural isomorphism between
the kth homology group and the pn´ kqth cohomology groups, i.e.

HkpMq
»
ÝÑ Hn´k

pMq k “ 0, 1, ..., n

Proof. Given any Morse function, f we may define the homology groups,
HkpMq. We notice that ´f is also a Morse function and so defines HkpMq as
well, due to independence of the Morse homology on the function. We also
observe that there is natural 1-to-1 correspondence,

Critkp´fq Ñ Critn´kpfq

x ÞÑ x

This is easily seen from the fact f and ´f have the same critical points and
that if the Hessian of ´f at x has r negative eigenvalues then the Hessian of
f at x has n´ k negative eigenvalues. So there are natural isomorphisms:

Ckp´fq – Cn´kpfq – Cn´k
pfq

and by definition, the boundary maps, B´f agree with the coboundary maps
δf giving Hkp´fq – Hn´kpfq. Together with the fact that Hkp´fq – Hkpfq,
this proves the stated isomorphism.

Having now defined the Morse homology and cohomology, we now want to
look at two crucial operations that comes with cohomology structure namely
the cup and cap product.



9 Cup Product in Morse Cohomology

In this section, we shall construct by analogy to the techniques covered in the
previous chapters Y-shaped space of trajectories, also referred to as Feynman
diagrams.

Definition 9.1. Let ξ1 P VecpR´q and ξ2, ξ3 P VecpR`q be smooth vector
bundles on the half-lines with global trivialisations, φi for i “ 1, 2, 3, we then
define

H1,2
pξ1 ‘ ξ2 ‘ ξ3q :“ φ´1

˚ pH
1,2
pR´,Rn

q ‘H1,2
pR`,Rn

q ‘H1,2
pR`,Rn

qq

where φ´1
˚ “ pφ´1

1˚ , φ
´1
2˚ , φ

´1
3˚ q. This defines a Banach space with a norm in-

duced by ||ps1, s2, s3q||1,2 “
ř3
i“1 ||si||1,2. Here R` “ r0,`8s is given a man-

ifold structure by the chart:

h : R` Ñ r0, 1s

hptq “

"

t?
1`t2

, t ě 0

1, t “ `8

pSimilarly for R´.q

Given three distinct Morse functions, f1, f2, f3 on M we denote their critical
points by xi, yi for i “ 1, 2, 3 respectively. Let hi P C

8pR,Mq such that

hip´8q “ xi and hip`8q “ yi. From now on, we shall restrict h1 to R´ and

h2, h3 to R`.
We define

pPx1,y2,y3 :“
 

pexp ˝s1, exp ˝s2, exp ˝s3q : si P H
1,2
ph˚iOq, i “ 1, 2, 3

(

where O once again denotes the injectivity neighbourhood associated to the
exponential map.
Since we endowed the half-lines by the natural submanifold topology all the
analysis carried out in the section on space of trajectories can be carried out in
the same way. So by strict analogy to theorem 2.6, we can prove that pPx1,y2,y3
is a Banach manifold with chart t

À3
i“1H

1,2ph˚iOq,
À3

i“1 exphiuph1,h2,h3qPC8pMq.

We shall denote this manifold simply by pP when there is no risk of confusion.
Now consider the map, G which is only defined locally in coordinate charts
by

G : pPx1,y2,y3 Ñ Rn
ˆ Rn

pγ1, γ2, γ3q ÞÑ pγ̂1p0q ´ γ̂2p0q, γ̂1p0q ´ γ̂3p0qq
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where γ̂ip0q “ ϕpγip0qq for a chart map, ϕ. This map is locally given by,

Gloc : H1,2
ph˚1O ‘ h˚2O ‘ h˚3Oq Ñ Th1p0qM ˆ Th1p0qM – Rn

ˆ Rn

pη1, η2, η3q ÞÑ pη1p0q ´ exp´1
h1p0q

exph2p0q η2p0q,

η1p0q ´ exp´1
h1p0q

exph3p0q η3p0qq

where we chose ϕ to be a normal coordinates chart at h1p0q. Since this map
is simply an evaluation map and is linear in the first variable, it is easy to see
that DGpγ1, γ2, γ3q is surjective for we can always choose a section that takes
any specific value at a point. So by the Implicit function theorem, G´1p0q is

a submanifold of pP of codimension 2n i.e.

P :“ G´1
p0q “ tpγ1, γ2, γ3q P pP : γ1p0q “ γ3p0q “ γ3p0qu

Geometrically,P consists of Y-shaped structures:

x1

y2

y3

�
�
��

@
@
@R

-

γ1

γ2

γ3

This manifold is usually called a graph moduli space, where γ1 is an incoming
edge and γ2 and γ3 are outgoing edges. The endpoints and the point of
intersection are called vertices.

Definition 9.2. We define a section map, F by

F : pP Ñ L2
p pP˚TMq

pγ1, γ2, γ3q ÞÑ p 9γ1 `∇f1 ˝ γ1, 9γ2 `∇f2 ˝ γ2, 9γ3 `∇f3 ˝ γ3q

This map is indeed well-defined since it can be written explicitly as F “

F1 ‘ F2 ‘ F3 where each Fi is defined as in corollary 2.8.1.
We now want to prove that this map is indeed a Fredholm map and we need
to compute its Fredholm index. From our analysis in the Fredholm section,
it suffices to carry out the proofs for the trivialised linearisation of F and we
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may then transfer the results to the non-trivial operator in a way independent
of the chosen trivialisation. So from now on, we may assume

DF “ ‘3
i“1DFi : ‘3

i“1H
1,2
pR˘,Rn

q Ñ ‘
3
i“1L

2
pR˘,Rn

q

DF ps1, s2, s3q “ p 9s1 ` A1s1, 9s2 ` A2s2, 9s3 ` A3s3q

where A1 : R´ ÑMpn,Rq and A2, A3 : R` ÑMpn,Rq

The fact that DF is a Fredholm operator follows immediately from theorem
3.1 since the proof remains unchanged if we replace R by the half-lines R`
and R´ and so the proof can be carried out in each component. We now need
to compute the index of DF , so we start with the map DF1. For simplicity
of notation we denote this map by K and A1 by A. Given any δ ą 0, we
define a function, βδ P C

8pR, r0, 1sq such that

βδptq “

"

0, t “ 0
1, |t| ě δ

and let K̂δptq :“ B

Bt
` βδptqAptq. By a simple computation we have the esti-

mate:

||K̂δ ´K||L ď ||A||8 ¨ ||βδ ´ 1||1,2

So by choosing δ small enough, we have that K̂δ is a Fredholm operator as
well and has the same index as K. Hence w.l.o.g we may start off by assuming
Ap0q “ 0 and define a continuous odd extension by

Âptq “

"

´Ap´tq, t ě 0
Aptq, t ă 0

so that Âp`8q “ ´Ap´8q and Âp´8q “ Ap´8q.
We also define

D̂ : H1,2
pR,Rn

q Ñ L2
pR,Rn

q

η ÞÑ 9η ` Âη

From theorem 3.5, it follows that

indpD̂q “ µpAp´8qq ´ µp´Ap´8qq “ 2µpAp´8qq ´ n.

We decompose H1,2pR,Rnq :“ H1,2
e pR,Rnq ‘H1,2

o pR,Rnq where

H1,2
e pR,Rn

q “ tη P H1,2
pR,Rn

q : ηp´tq “ ηptqu and

H1,2
o pR,Rn

q “ tη P H1,2
pR,Rn

q : ηp´tq “ ´ηptqu
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Similarly we decompose L2pR,Rnq “ L2
opR,Rnq ‘ L2

epR,Rnq. Since by con-
struction D̂ maps odd functions to even functions and even functions to odd
functions, we can decompose the operator D̂ as well.

D̂ “ D̂e ‘ D̂o : H1,2
e pR,Rn

q ‘H1,2
o pR,Rn

q Ñ L2
opR,Rn

q ‘ L2
epR,Rn

q

Lemma 9.1. The diagram,

H1,2
e pR,Rnq L2

opR,Rnq

H1,2pR´,Rnq L2pR´,Rnq

D̂e

α β

D2

is commutative where α and β are the restriction maps and D2 is the restric-
tion of D̂e and moreover, the maps α and β are isomorphisms.

Proof. It is clear that if η P L2
opRq then βpηq P L2pR´q so this map is well-

defined. Since L2
opRq consists of odd functions, it follows that β is injective.

Given any ξ P L2pR´q, we can naturally extend it to an even function, ξ
so that ||ξ||0,2 “

?
2||ξ||0,2 ă 8 hence β is onto as well. Using the same

argument, we deduce that α is injective. However, we still need to verify sur-
jectivity since it is not obvious that the even extension is necessarily weakly
differentiable.
We need to show that given ηptq P H1,2pR´q, its even extension,

η̂ptq “

"

ηptq, t ď 0
ηp´tq, t ą 0

has weak derivative

ξptq “

"

9ηptq, t ď 0
´ 9ηp´tq, t ą 0

then it follows that η̂ P H1,2
e pRq and αpη̂q “ η. Let tgiu

3
i“1 be a smooth

partition of unity such that

g1ptq “

"

1, t ď ´δ
0, t ě 0

and g2ptq “ g1p´tq so w.l.o.g we may assume g3 is even. Then a direct
computation gives
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ż

R

9φη̂ dt “

ż

R

¨

˝

93
ÿ

i“1

giφ

˛

‚η̂ dt “
3
ÿ

i“1

ż

R

´

9φgi

¯

η̂ dt

Since φg1 and φg2 are test functions on R´ and R` respectively and ηptq P
H1,2pR´q, so we get

2
ÿ

i“1

ż

R

´

9φgi

¯

η̂ dt “ ´

ż ´δ

´8

φptq 9ηptq dt`

ż 8

δ

φptq 9ηp´tq dt

´

ż 0

´δ

φptqg1ptq 9ηptq dt`

ż δ

0

φptqg2ptq 9ηp´tq dt

Also ||g1||8 “ ||g2||8 “ 1 and ||φ||8 and ess suptPr´δ,0s | 9η| are both bounded,
hence we see that as δ Ñ 0 the last two integrals converge to zero and the
first two integrals converge to our desired expression. So it suffices to show
that as δ Ñ 0,

ż δ

´δ

´

9φg3

¯

η̂ dt “

ż δ

´δ

9φg3η̂ dt`

ż δ

´δ

φ 9g3η̂ dt Ñ 0

The first integral clearly converges to zero by a similar argument as above.
The trouble with the second term is that when δ Ñ 0, 9g3 Ñ `8 so we
cannot immediately conclude that it converges to zero. However we may
assume that || 9g3||8 ď C{δ for some constant C ą 0. (For instance we can
choose g3ptq “ expp1´ δ2{pδ2 ´ x2qq on p´δ, δq. )
Moreover, from the fundamental theorem of calculus we have that

ż δ

´δ

φp0q 9g3ptqη̂p0q “ 0

since g3pδq “ g3p´δq “ 0. Hence a direct computation gives

ˇ

ˇ

ˇ

ˇ

ż δ

´δ

φptq 9g3ptqη̂ptq dt

ˇ

ˇ

ˇ

ˇ

“

ˇ

ˇ

ˇ

ˇ

ż δ

´δ

9g3ptqpφptqη̂ptq ´ φp0qη̂p0qq dt

ˇ

ˇ

ˇ

ˇ

ď

ż δ

´δ

| 9g3ptq| dt ¨ sup
tPr´δ,δs

|φptqη̂ptq ´ φp0qη̂p0q|

ď 2C ¨ sup
tPr´δ,δs

|φptqη̂ptq ´ φp0qη̂p0q| Ñ 0 as δ Ñ 0.

Here we have used the continuity of η̂ which follows from the Sobolev embe-
ding theorem. This completes the proof.
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By the property of Fredholm operators, ind D̂e “ indD2 (since indpαq “
indpβq “ 0).
Now considering,

H1,2
o pR,Rnq L2

epR,Rnq

H1,2
o pR´,Rnq L2pR´,Rnq

D̂o

α β

D3

where H1,2
o pR´,Rnq “ tη P H1,2pR´q : ηp0q “ 0u and D3 is the restriction of

D̂o. β is again an isomorphism by the same argument as in the above lemma.
By repeating the same steps as above, we are once again led to estimating

ż δ

´δ

φ 9g3η̂ dt “

ż 0

´δ

pφptq ` φp´tqq 9g3ptqηptq dt .

Since ηp0q “ 0 and it is continuous at t “ 0 (by Sobolev embedding theorem),
given any ε ą 0, there exists δ ą 0 such that |ηptq| ă ε for t P r0, δs. This
gives the estimate

ˇ

ˇ

ˇ

ˇ

ż δ

´δ

φ 9g3η̂ dt

ˇ

ˇ

ˇ

ˇ

ď 2||φ||8 ¨
C

δ
¨ ε ¨ δ Ñ 0.

Hence we once again obtain that the restriction map, α is an isomorphism
and so indpD̂oq “ indpD3q. Observe that H1,2

o pR´q has codimension n in
H1,2pR´q. Hence we have indpD3q “ indpD2q ´ n.
Here we used the fact that decreasing the dimension of the domain of a
Fredholm operator by h reduces its index by h as well. This can easily be
seen as follows: suppose the dimension of the kernel decreases by k then it
follows that the dimension of the cokernel increases by h ´ k and hence the
Fredholm index decreases by h.
So we calculate indpD̂q “ indpD̂oq ` indpD̂eq “ 2 indpD2q ´ n implying that
indpDF1q “ indpD2q “ µpAp´8qq. This proves the index formula for the
incoming edge. Now looking at DF2, we consider the extension given by:

Âptq “

"

A2ptq, t ě 0
´A2p´tq, |t| ă 0

Using the same notation as earlier, we get

indpD̂q “ indp´A2p`8qq ´ indpAp`8qq

“ n´ µpAp`8qq ´ µpAp`8qq

“ n´ 2µpAp`8qq.
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The same analysis leads to 2 indpDF2q ´ n “ indpD̂q “ n´ 2µpA2p`8qq i.e.
indpDF2q “ n ´ µpA2p`8qq. Similarly we get indpDF3q “ n ´ µpA3p`8qq.
So,

indpDF q “
3
ÿ

i“1

indpDFiq “ µpA1p´8qq ´ µpA2p`8qq ´ µpA3p`8qq ` 2n.

Restricting our domain to P which has codimension 2n in pP and using the
same argument as above, we get

indpDF |Pq “ indpDF q ´ 2n “ µpA1p´8qq ´ µpA2p`8qq ´ µpA3p`8qq.

Remark: Note in fact this result can be extended directly to the case when
we have k edges, k1 of which are incoming and k´k1 are outgoing. Definition
9.1 can be naturally adapted for k vector bundles on the half-lines. We then
define our above function, G by Gpγ1, ..., γkq “ pγ̂1p0q ´ γ̂2p0q, ..., γ̂1p0q ´
γ̂kp0qq and denote the critical points of incoming edges by xi and those of
the outgoing edges by yj. We see that proof of the Fredholm index is still
unchanged and we get for the corresponding section map, F

indpDF q “
k1
ÿ

j“1

µpxjq `
k
ÿ

l“k1`1

rn´ µpylqs

which gives

indpDF
ˇ

ˇ

G´1p0q
q “

k1
ÿ

j“1

µpxjq `
k
ÿ

l“k1`1

rn´ µpylqs ´ npk ´ 1q

“

k1
ÿ

j“1

µpxjq ´
k
ÿ

l“k1`1

µpylq ´ npk1 ´ 1q

This leads to a more general operation on cohomology called the Massey
product.

From now on we shall restrict to the submanifold, pP . The transversality
argument can again be carried out by strict analogy. Considering each com-
ponent of F we find generic sets of Riemannian metrics, Σ1,Σ2,Σ3 then by
the Baire Category theorem Σ :“

Ş3
i“1 Σi is a generic set as well. Hence

we see that the 0-section (more precisely 0 ‘ 0 ‘ 0) is a regular value of F
and by the Implicit function theorem we have that Mf1,f2,f3

x1,y2,y3
“ F´1p0q is a

Banach submanifold (without boundary) of P for generic metric, g P Σ and
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has dimension µpx1q ´ µpy2q ´ µpy3q.

We denote the space of Y -trajectories for critical points, x1, y2 and y3 by
Mf1,f2,f3

x1,y2,y3
. We now need to define a compactification of this Banach manifold

by broken trajectories.

Theorem 9.2. Let µpx1q ´ µpy2q ´ µpy3q “ 1 so that Mf1,f2,f3
x1,y2,y3

is a 1-
dimensional manifold. Then given any sequence tun‘vn‘wnu

8
n“1 ĂMf1,f2,f3

x1,y2,y3

if there does not exist a subsequence which converges in the H1,2-norm
p ||ps1, s2, s3q||1,2 “

ř3
i“1 ||si||1,2 q then there exists one critical point x1 P

Critpf1q, y
1 P Critpf2q or z1 P Critpf3q (distinct from x1, y2 and y3 respec-

tively) and a subsequence, nk such that exactly one of the following holds:

1. punk , vnk , wnkq
C8loc
ÝÝÑ pu, v, wq PMf1,f2,f3

x1,y2,y3

2. punk , vnk , wnkq
C8loc
ÝÝÑ pu, v, wq PMf1,f2,f3

x1,y1,y3

3. punk , vnk , wnkq
C8loc
ÝÝÑ pu, v, wq PMf1,f2,f3

x1,y2,z1

Proof. The proof relies essentially on suitably modifying this problem so that
we can use the results from the section on compactness. Considering the
vertex where the edges meet, we have a sequence of points tunp0qu

8
n“1 in M

and due to the compactness of M we may extract a convergent subsequence,
unjp0q Ñ x̄ PM. We may view unj , vnj and wnj as elements of Mf1 ,Mf2 and
Mf3 respectively. In order to apply lemma 5.2 and lemma 5.4, we need to fix
the endpoints as well. In general we cannot say that unj PMf1

x1,y1
for all j P N

since for different js, we may have that the trajectories do not converge to the
same critical point y1. But since there are only finitely many critical points,
we can extract a further subsequence such that indeed tunlu

8
l“1 ĂMf1

x1,y1
. By

extracting further subsequences for the two other edges, we have

punk , vnk , wnkq PMf1
x1,y1

ˆMf2
x2,y2

ˆMf3
x3,y3

for every k P N

So by lemma 5.2, we have

unk
C8r´R,Rs
ÝÝÝÝÝÝÑ u P C8pR,Mq for any R ą 0

Similarly for vnj and wnj .

If we have that up´8q “ x1, vp`8q “ y2 and wp`8q “ y3 then together
with the fact that up0q “ vp0q “ wp0q “ x̄ and lemma 5.4 this imply that in
fact we have H1,2-convergence in the space of Y-trajectories in contradiction
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to our hypothesis. So w.l.o.g suppose up´8q ‰ x1, then by theorem 5.5
there exist x1, y P Critpf1q such that u PMf1

x1,y. So we have convergence to a
broken trajectory i.e.

unk Ñ pu1, uq PMf1
x1,x1

ˆMf1
x1,y

Since u1 is endowed with a 1-dimensional time-shifting invariance and Mf1,f2,f3
x1,y2,y3

is a 1-dimensional manifold, by dimension counting it follows that we cannot
have broken trajectories on the other two edges. So we have

unk
C8r´R,0s
ÝÝÝÝÝÝÑ u, vnk

C8r0,Rs
ÝÝÝÝÝÑ v, wnk

C8r0,Rs
ÝÝÝÝÝÑ w for any R ą 0

Hence this shows that 1. holds. Similarly we can consider broken trajectories
of the other edges.
We illustrate these three cases:

x1

y2

y3

x1

x̄�
�
��

@
@
@R

@@R

��� x1

y2

y3

y1

x̄



�

��*

@
@
@R

-

x1

y2

y3

z1

x̄
Q
Q
Qs

�
�
��

A
AU

-

For the more general situation, when we do not impose any dimension re-
strictions, the proof is carried out exactly the same way and by appealing to
theorem 5.5 again we obtain one Y-shaped structure with the end vertices
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connected to chains of edges of time-independent trajectories, i.e. we have
the compactified space,

Mf1,f2,f3
x1,y2,y3

“
ď

Critpfiq
i“1,2,3

Mf1,f2,f3
x,y,z ˆMf1

x1,x ˆ ¨ ¨ ¨ ˆMf3
z,z1

We state the following gluing result without proof:

Theorem 9.3. Let K be a compact subset of Mf1,f2,f3
x1,y2,y3

ˆMf1
x1,x1

then there
exists a smooth gluing map, # and a constant ρK ą 0 such that

# : K ˆ rρK ,8q ÑMf1,f2,f3
x1,y2,y3

and for each ρ P rρK ,8q, #ρ is an embedding. Also as ρÑ 8 we have that

pu, v, wq#ρu
1 C8loc
ÝÝÑ ppu, v, wq, u1q.

As seen in the gluing section, this means that that Mf1,f2,f3
x1,y2,y3

is a 1-dimensional
manifold without boundary whenever µpx1q ´ µpy2q ´ µpy3q “ 1 and can be
compactified by adding broken trajectories as its boundaries. We shall omit
matters of orientation and work over the finite field, Z2. Since any closed 1-
dimensional manifold is either diffeomorphic to the circle or the open interval,
p0, 1q, hence the number of boundary points is always even i.e. ” 0 mod 2.
As a result we see that:

ÿ

µpx1q´µpy2q
´µpy3q“0

ÿ

µpx1q“
µpx1q´1

ˇ

ˇ

ˇ
Mf1,f2,f3

x1,y2,y3

ˇ

ˇ

ˇ
¨

ˇ

ˇ

ˇ

xMf1
x1,x1

ˇ

ˇ

ˇ

`
ÿ

µpx1q´µpy1q
´µpy3q“0

ÿ

µpy1q“
µpy2q`1

ˇ

ˇ

ˇ
Mf1,f2,f3

x1,y1,y3

ˇ

ˇ

ˇ
¨

ˇ

ˇ

ˇ

xMf2
y1,y2

ˇ

ˇ

ˇ

`
ÿ

µpx1q´µpy2q
´µpz1q“0

ÿ

µpz1q“
µpy3q`1

ˇ

ˇ

ˇ
Mf1,f2,f3

x1,y2,z1

ˇ

ˇ

ˇ
¨

ˇ

ˇ

ˇ

xMf3
z1,y3

ˇ

ˇ

ˇ
“ 0

(7)

Note that since we are summing over 0-dimensional Y-trajectories and due
to the compactness of M , these sums are all finite. We are now ready to
define the cup product operation.

Definition 9.3. We define a bilinear map on the cochains as follows:

! : Ck
pf2q b C

j
pf3q Ñ Ck`j

pf1q

y˚ ! z˚ “
ÿ

µpxq´µpyq
´µpzq“0

ˇ

ˇMf1,f2,f3
x,y,z

ˇ

ˇx˚
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where x˚, y˚ and z˚ are the duals of critical points x, y and z of f1, f2 and f3

respectively.

Lemma 9.4.
δpy˚ ! z˚q “ pδy˚q ! z˚ ` y˚ ! pδz˚q

Proof. Since the map is bilinear it suffices to show that the relation holds for
the dual of critical points. So for p P Critk`j`1pf1q we compute directly,

δpy˚ ! z˚qppq “ y˚ ! z˚pBpq

“ y˚ ! z˚

¨

˝

ÿ

µppq´µpxq“1

ˇ

ˇ

ˇ

xMf1
p,x

ˇ

ˇ

ˇ
x

˛

‚

“
ÿ

µpxq´µpyq
´µpzq“0

ÿ

µppq´µpxq“1

ˇ

ˇMf1,f2,f3
x,y,z

ˇ

ˇ ¨

ˇ

ˇ

ˇ

xMf1
p,x

ˇ

ˇ

ˇ

pδy˚q ! z˚ppq “
ÿ

µprq´µpyq“1

ˇ

ˇ

ˇ

xMf2
r,y

ˇ

ˇ

ˇ
pr˚ ! z˚qppq

“
ÿ

µpxq´µprq
´µpzq“0

ÿ

µprq´µpyq“1

ˇ

ˇMf1,f2,f3
x,r,z

ˇ

ˇ ¨

ˇ

ˇ

ˇ

xMf2
r,y

ˇ

ˇ

ˇ

y˚ ! pδz˚qppq “
ÿ

µpsq´µpzq“1

ˇ

ˇ

ˇ

xMf3
s,z

ˇ

ˇ

ˇ
py˚ ! s˚qppq

“
ÿ

µpxq´µpyq
´µpsq“0

ÿ

µpsq´µpzq“1

ˇ

ˇMf1,f2,f3
x,y,s

ˇ

ˇ ¨

ˇ

ˇ

ˇ

xMf3
s,z

ˇ

ˇ

ˇ

So from equation (7), the asserted identity holds (over Z2).

We deduce immediately from this lemma that if ry˚s P Hkpf2q and rz˚s P
Hjpf3q then δpy˚ ! z˚q “ 0. Hence since the cohomology does not depend on
the Morse chosen function ! induces a cup product operation in cohomology,
i.e.

! : Hk
pMq bHj

pMq Ñ Hk`j
pMq.

We now move on to define the cap product in Morse cohomology. Using the
notation of definition 9.3, we define

" : Ck`jpf1q b C
k
pf2q Ñ Cjpf3q

x " y˚ :“
ÿ

µpxq´µpyq
´µpzq

“0

ˇ

ˇMf1,f2,f3
x,y,z

ˇ

ˇ z
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To show that this bilinear map indeed induces a well-defined map in coho-
mology, we need a similar relation as in lemma 9.4. Instead of deriving this
relation from scratch, we make the observation that:

z˚px " y˚q “ py˚ ! z˚qpxq for any z P Cj
pf3q

Then:
z˚pBpx " y˚qq “ δpz˚qpx " y˚q

“ y˚ ! δpz˚qpxq

“ δpy˚ ! z˚qpxq ` pδy˚q ! z˚pxq

“ py˚ ! z˚qpBxq ` z˚px " δy˚q

“ z˚pBx " y˚q ` z˚px " δy˚q

So we get the relation

Bpx " y˚q “ Bx " y˚ ` x " δy˚

which allows us to conclude that " induces the cap product operation,

" : Hk`jpMq bH
k
pMq Ñ Hj

pMq.
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erations, Tübitak Academic Journals, 1994.

[3] H Eliasson, Geometry of manifold of maps, J. Differential Geometry 1
(1967), 169-194.

[4] Lawrence Evans, Partial Differential Equations: Second Edition, Amer-
ican Mathematical Society, 2010.

[5] Andreas Floer, The unregularized gradient flow of the symplectic action,
Wiley Periodicals, Inc., A Wiley Company, 1988.

[6] Andreas Floer, Helmut Hofer Coherent orientations for periodic orbit
problems in symplectic geometry, Mathematische Zeitschrift 212, 13-38,
1993.

[7] Allen Hatcher, Algebraic Topology, Cambridge University Press, 2002.

[8] Serge Lang, Fundamentals of Differential Geometry, Springer-Verlag
New York, 1999.

[9] Jeffrey Lee, Manifolds and Differential Geometry, American Mathemat-
ical Society, 2009.

[10] John Lee, Introduction to Smooth Manifolds, Springer-Verlag New York,
2012.

[11] Matthias Schwarz, Morse Homology, Basel-Boston-Berlin, Birkhäuser,
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