AUTOMATIC TRANSVERSALITY AND ORBIFOLDS OF
PUNCTURED HOLOMORPHIC CURVES IN DIMENSION
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Abstract. We derive a numerical criterion for $J$-holomorphic curves in 4-dimensional symplectic cobordisms to achieve transversality without any genericity assumption. This generalizes results of Hofer-Liouville-Sikorav [HS97] and Fathizadeh-Sheikhshah [995] to allow punctured curves with boundary that generally need not be somewhere injective or immersed. As an application, we combine this with the intersection theory of punctured holomorphic curves to prove that certain geometrically natural moduli spaces are globally smooth orbifolds, consisting generically of embedded curves, plus unbranched multiple covers that form isolated orbifold singularities.
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One of the advantages of this approach to transversality is that it applies to more than just somewhere injective curves: in \cite{MW13} we will describe a setting in which our criterion, combined with some nontrivial intersection theory, implies that certain moduli spaces are smooth orbifolds, which consist mostly of embedded holomorphic curves but also have isolated singularities consisting of unbranched multiple covers over embedded curves. These moduli spaces arise quite naturally in a geometric setting they are the building blocks of J-holomorphic foliations, cf. \cite{MW13,W15}.

1.1. The setting. Let $n \geq 2$. In all of what follows, $(W, J)$ will denote a 2n-dimensional almost complex manifold with noncompact cylindrical ends, which approach $(2n - 1)$-manifolds $M_{\pm}$ equipped with stable Hamiltonian structures. We now recall the precise definitions.

We use the term stable Hamiltonian structure to mean the collection of data that were introduced in \cite{BEH10} as the appropriate setting for pseudoholomorphic curves in cylindrical moduli. Namely, such a structure $\mathcal{H} = (\xi, X, \omega, J)$ on a $(2n - 1)$-manifold $M$ consists of the following data:

- $\xi$ is a smooth cooriented hyperplane distribution on $M$
- $\omega$ is a smooth closed 2-form on $M$ which restricts to a symplectic structure on the vector bundle $\xi \to M$
- $X$ is a smooth vector field which is transverse to $\xi$, satisfies $\omega(X, \cdot) \equiv 0$, and whose flow preserves $\xi$
- $J$ is a smooth complex structure on the bundle $\xi \to M$, compatible with $\omega$ in the sense that $\omega(\cdot, J\cdot)$ defines a bundle metric.

Note that, as a consequence of these definitions, the flow $\phi^t_X : M \to M$ of $X$ also preserves the symplectic structure $\omega|_\xi$, and the special 1-form $\lambda$ associated to $X$ and $\xi$ by the conditions

$$\lambda(X) \equiv 1, \quad \ker \lambda \equiv \xi,$$

satisfies $d\lambda(X, \cdot) \equiv 0$. The symplectization $\mathbb{R} \times M$ now admits a natural $\mathbb{R}$-invariant almost complex structure $J_t$, defined by the conditions

$$J_t = X, \quad J_t^2 = J,$$

where $t$ denotes the coordinate on $\mathbb{R}$ and $\partial_t \in T(\mathbb{R} \times M)$ is the corresponding unit vector field.

Recall that a $T$-periodic orbit $x : [0, T] \to M$ is nondegenerate if the linearized return map $d\phi^T_X(x(0))_{|_\xi}$ does not have 1 as an eigenvalue. More generally, a Morse-Bott manifold of $T$-periodic orbits is a submanifold $N \subset M$ tangent to $X$ such that $\phi^T_X|_N$ is the identity, and for all $p \in N$, $T_pN = \ker (d\phi^T_X(p) - I)$.

We will say that an orbit with period $T$ is Morse-Bott if it is contained in a Morse-Bott manifold of $T$-periodic orbits; note that this manifold could be a circle, meaning the orbit is nondegenerate. Moreover, $N$ itself is said to be Morse-Bott (or nondegenerate) if every periodic orbit of $N$ is Morse-Bott (or nondegenerate).

We now fix two closed $(2n - 1)$-manifolds $M_\pm$ with stable Hamiltonian structures $\mathcal{H}_\pm = (\xi, X_\pm, \omega_\pm, J_\pm)$ and associated data $\lambda_\pm$ and $J_\pm$, as well as an almost complex 2n-manifold $(W, J)$ which decomposes

$$W = E_+ \cup M_+ W_0 \cup M_- E_-$$

so that

- $W_0$ is a compact 2n-manifold with boundary $\partial W_0 = M_+ \cup M_-$
- $((E_+, J) \cong (-\infty, 0] \times M_+, J_+)$ and $((E_-, J) \cong [0, \infty) \times M_-, J_+)$

Fix also a totally real submanifold $L \subset W$.

Near $\partial E_\pm \subset E_\pm$, the data $\mathcal{H}_\pm$ define natural symplectic forms $\omega_\pm + d(\alpha_\pm)$ which can be extended (non-uniquely) over $E_\pm$. Then given any symplectic form $\omega$ on $W_0$ that attaches smoothly to $\omega_\pm + d(\alpha_\pm)$ at $\partial W_0$, we denote by $\mathcal{J}_\pm(W; \mathcal{H}_+, \mathcal{H}_-)$ the space of almost complex structures $J$ on $W$ that are compatible with $\omega$ on $W_0$ and satisfy the conditions above.

We will consider pseudoholomorphic (or J-holomorphic) curves $u : (\Sigma, j) \to (W, J)$, where $\Sigma = \Sigma \setminus \Gamma$, $(\Sigma, j)$ is a compact connected Riemann surface with boundary, $\Gamma \subset \Sigma$ is a finite set of interior punctures, and by definition $u$ satisfies the nonlinear Cauchy-Riemann equation $Ju \circ \partial \Sigma \subset \Gamma$ and boundary condition $u(\partial \Sigma) \subset L$. We will also assume $u$ is asymptotically cylindrical, which means the following. Partition the punctures into positive and negative subsets

$$\Gamma = \Gamma^+ \cup \Gamma^-,$$

and at each $z \in \Gamma^+$, choose a biholomorphic identification of a punctured neighborhood of $z$ with the half-cylinder $\mathbb{R} \times (0, \infty)$, where $Z_+ = (0, \infty) \times S^1$ and $Z_- = (-\infty, 0] \times S^1$.

Then writing $u$ near the puncture in cylindrical coordinates $(s, t)$ for $|s|$ sufficiently large, it satisfies an asymptotic formula of the form

$$u \circ \phi(z, t) \approx \exp_{\pi \nu, \omega}(z(0)) h(s, t) \in E_\pm,$$

Here $T > 0$ is a constant, $\nu : \mathbb{R} \to M_\pm$ is a $T$-periodic orbit of $X_\pm$, and the exponential map is defined with respect to any $\mathbb{R}$-invariant metric $\omega$. The symplectic form $\omega$ will play almost no role in anything that follows, but becomes important in applications, e.g., it yields compactness results as in \cite{BP79}.\footnote{For brevity we’re leaving out the case of punctures on the boundary, though this can presumably be handled by similar methods.}
on \( R \times M_a, b(s(t)) \in \xi_{x_0} \) goes to 0 uniformly in \( t \) as \( s \to \pm \infty \) and \( \varphi : \mathbb{Z}_k \to \mathbb{Z}_k \) is a smooth embedding such that
\[
\varphi(s(t)) = (s + \eta, t + \tau) \to 0
\]
as \( s \to \pm \infty \) for some constants \( \eta_0, \tau_0 \in \mathbb{R} \). We will denote by \( \gamma \) the \( T \)-periodic orbit parametrized by \( x \), and call it the asymptotic orbit of \( u \) at the puncture \( z \). With this asymptotic behavior in mind, it is convenient to think of \( (\Sigma, j) \) as a Riemann surface with cylindrical ends, and we will sometimes refer to neighborhoods of the punctures as \( \text{ends} \) of \( \Sigma \). As is well known (cf. [Gol03, HWZ05]), the asymptotically cylindrical holomorphic curves in \( (W, J) \) are precisely those which satisfy a certain finite energy condition, though we will not need this fact here.

Denote by \( \mathcal{M} := \mathcal{M}(J, L) \) the moduli space of equivalence classes of asymptotically cylindrical \( J \)-holomorphic curves \( W \) with boundary on \( L \); here an equivalence class is defined by the data \((\Sigma, j, \Gamma, u)\) where \( \Gamma \) is considered to be an oriented set, and we define \( (\Sigma, j, \Gamma, u) \sim (\Sigma', j', \Gamma', u') \) if there exists a biholomorphic map \( \varphi : (\Sigma, j) \to (\Sigma', j') \) taking \( \Gamma \to \Gamma' \) with the ordering preserved, such that \( u = u' \circ \varphi \). We shall often abuse notation and write \( u \in \mathcal{M} \) or \((\Sigma, j, \Gamma, u) \in \mathcal{M} \) when we mean \( [(\Sigma, j, \Gamma, u)] \in \mathcal{M} \). The moduli space has a natural topology defined by \( C^\infty \)-convergence on \( \Sigma \) and uniform convergence up to the ends. For any \( u \in \mathcal{M} \), denote by \( \mathcal{M}_u \) the connected component of \( \mathcal{M} \) containing \( u \).

It is often interesting to consider subspaces of \( \mathcal{M} \) defined by imposing constraints on the asymptotic behavior at some of the punctures.

**Definition 1.1.** For a given punctured surface \( \Sigma = \Sigma \setminus (\Gamma' \cup \Gamma^{-}) \), let \( c \) denote a choice of periodic orbit \( c^\gamma \) in \( M_k \) for some subset of punctures \( z \in \Gamma' \). We call \( c \) a choice of \( \text{asymptotic constraint} \) and refer to each puncture \( z \) for which \( c \) specifies an orbit \( \gamma_z \) as a constrained puncture.

For any choice of domain \( \Sigma \) and asymptotic constraints \( c \), we can consider the constrained moduli space
\[
\mathcal{M}^c \subset \mathcal{M}
\]
consisting of curves \( u : \Sigma \to W \) that approach the specified orbit \( c^\gamma \) at each of the constrained punctures \( \gamma \in \Gamma' \), and arbitrary orbits at the unconstrained punctures. The constraints define another partition of \( \Gamma \),
\[
\Gamma = \Gamma_C \cup \Gamma_U
\]
\footnote{One can impose more stringent constraints as well, e.g., on the rate at which \( u \) converges to its asymptotic orbits; such constraints are treated in [Web12,Web07]. Another possibility is to allow marked points to map to specified points in the image, perhaps with cusps of prescribed order, as in [Bart00,Bart02]. We omit all these possibilities here for the sake of brevity.}

into the sets of constrained and unconstrained punctures, respectively. The positive and negative subsets within each of these will be denoted by \( \Gamma^+_U \) and \( \Gamma^-_U \).

If the asymptotic orbits of \( u \) are all Morse-Bott, then the so-called \textit{virtual dimension} of \( \mathcal{M}^c \) is given by the Fredholm index
\[
(1.1) \quad \text{ind}(\varphi; c) = (n - 3) \text{deg}^{\varphi}(u^*TW) + \mu^c(u; c)
\]
where \( \mu^c(u; c) \) is the relative first Chern number of \( u^*TW \), \( J \to \Sigma \) with respect to a suitable choice of trivialization \( \Phi \) along the ends and boundary, and \( \mu^c(u; c) \) is a sum of Conley-Zehnder indices of the asymptotic orbits and a Maslov index at the boundary with respect to \( \Phi \); a precise definition will be given in [MS04].

As we shall review in more detail in [93] the nonlinear Cauchy-Riemann equation can be expressed as a smooth section of a Banach space bundle
\[
\delta_t : B \to E : (j, u) \mapsto Tu + J \circ Tu \circ j
\]
such that a neighborhood of any non-constant \((\Sigma, j, \Gamma, u) \in \mathcal{M}^c \) in \( \mathcal{M}^c \) is in one-to-one correspondence with \( E \), an \( \text{auto} \)-equivariant map \( \text{Aut}(\Sigma, j) \) of biholomorphic maps \((\Sigma, j) \to (\Sigma, \gamma_j) \), where the group \( \text{Aut}(\Sigma, j) \) of biholomorphic maps \((\Sigma, j) \to (\Sigma, \gamma_j) \) fixing \( \Gamma \) acts on pairs \((\gamma_j, u') \in E \)
\[
\varphi : (\gamma_j, u') = (\gamma_j^\varphi, u' \circ \varphi).
\]

It is then standard to say that \((\Sigma, j, \Gamma, u) \in \mathcal{M} \) is \textit{regular} if it represents a transverse intersection with the zero-section, i.e., the linearization
\[
\delta_{\varphi t} : T_{(j, u)} B \to E_{(j, u)}
\]
is surjective. We will give a precise definition in [MS04] once the functional analytic setup is in place. Observe that if \( u : \Sigma \to W \) is not constant, then the action of \( \text{Aut}(\Sigma) \) induces a natural inclusion of its Lie algebra \( \text{aut}(\Sigma, j) \) into \( \ker \delta_{\varphi t} (j, u) \). For the sake of completeness, we will present in [MS04, p. proof of the following standard Folk theorem:

**Theorem 0.** Assume \( u : (\Sigma, j) \to (W, J) \) is a non-constant curve in \( \mathcal{M}^c \) with only Morse-Bott asymptotic orbits. If \( u \) is regular, then a neighborhood of \( u \) in \( \mathcal{M}^c \) naturally admits the structure of a smooth orbifold of dimension \( \text{ind}(u; c) \), whose isotopy group at \( u \) is
\[
\text{Aut}(u) : = \{ \varphi \in \text{Aut}(\Sigma, j) \mid u = u \circ \varphi \},
\]
and there is a natural isomorphism
\[
T_{u, \mathcal{M}} \mathcal{M}^c \cong \ker \delta_{\varphi t}(j, u) / \text{aut}(\Sigma, j).
\]

In particular, regularity implies that \( \mathcal{M}^c \) is a manifold near \( u \) if \( u \) is somewhere injective, and in general the isotopy group for an orbifold singularity has order bounded by the covering number of \( u \). Note that in contrast to the standard theory of \( J \)–holomorphic curves (cf. [MS01]), we
shall in this paper be especially interested in cases where \( u \) achieves regularity despite being multiply covered, so the moduli space is smooth but may be an orbifold rather than a manifold.

In the case \( \dim W = 4 \), another number that turns out to play an important role is the so-called normal first Chern number \( c_1(u; c) \in \mathbb{Z} \), which can be defined most simply via the formula

\[
2c_1(u; c) = \text{ind}(u; c) - 2 + 2g + \#\Gamma_0(c) + \#\partial\Sigma(c).
\]

Here \( g \) is the genus of \( \Sigma \) and \( \Gamma_0(c) \subseteq \Gamma \) is the subset of punctures for which the asymptotic orbit has even Conley-Zehnder index (this is a correct definition if all orbits are nondegenerate, in the Morse-Bott case the definition is more complicated and may depend on the asymptotic constraints, see [13]). We will be able to give a better motivated definition of \( c_1(u; c) \) using the linear theory in [12] but for now, the significance of \( c_1(u; c) \) can be illustrated by considering the case where \( \Sigma \) is closed and \( \Gamma = \emptyset \). Then a combination of (1.1) and (1.2) yields the relation \( c_1(u; c) = c_1(u^*TW) - \chi(\Sigma) \), so \( c_1(u; c) \) is the first Chern number of the normal bundle if \( u \) is immersed. This is the appropriate philosophical interpretation of \( c_1(u; c) \) in general, as will become obvious from further considerations.

As a final piece of preparation, note that since a non-constant holomorphic curve \( u : \Sigma \to W \) is necessarily immersed near the ends, it can have at most finitely many critical points. Indeed, as we will review in [12], the bundle \( u^*TW \to \Sigma \) admits a natural holomorphic structure such that the section

\[
d u \in \Gamma(\text{Hom}_c(T^*\Sigma, u^*TW))
\]

is holomorphic; its critical points are thus isolated and have positive order, which we denote by \( \text{ord}(du; z) \) for any \( z \in \text{Crit}(u) \). The quantity

\[
Z(du) := \sum_{z \in \text{Crit}(u)} \text{ord}(du; z) + \frac{1}{2} \sum_{z_1 \neq z_2 \in \text{Crit}(u) \cap \partial\Sigma} \text{ord}(du; z)
\]

is therefore a finite nonnegative half-integer (or integer if \( \partial\Sigma = \emptyset \)), and it equals zero if and only if \( u \) is immersed.

1.2. Local and global transversality results. We now state the main result of this paper. The following will be a convenient piece of shorthand notation: if \( \partial\Sigma \neq \emptyset \), then for given constants \( \rho \in \mathbb{R} \) and \( G \geq 0 \), define the nonnegative integer

\[
K(\rho, G) = \min \{ k + \ell \mid \ell \text{ nonnegative integers, } k \leq G \text{ and } 2k + \ell > 2\rho \}.
\]

If \( \partial\Sigma = \emptyset \) we modify this definition slightly by requiring the integer \( \ell \) to be even. Note that in most applications known to the author, it will turn out that \( \rho < 0 \), so \( K(\rho, G) = 0 \).

Theorem 1. Suppose \( \dim W = 4 \) and \( (\Sigma, j, \Gamma, u) \in \mathcal{M} \) is a non-constant curve with only Morse-Bott asymptotic orbits. If

\[
\text{ind}(u; c) > c_1(u; c) + Z(du),
\]

then \( u \) is regular. Moreover when this condition is not satisfied, we have the following bounds on the dimension of \( \text{ker}(D\tilde{\delta}_j(j, u)) \):

\[
\text{ind}(u; \Sigma) = \left\{ \begin{array}{ll}
2Z(du) & \text{if } \text{ind}(u; c) \leq Z(du), \\
2Z(du) + K(c_1(u; c) + Z(du), \#\Gamma_0(c)) & \text{if } \text{ind}(u; c) > Z(du), \\
\end{array} \right.
\]

and if \( Z(du) \leq \text{ind}(u; c) \), then

\[
\text{ind}(u; c) \leq \left( \text{ind}(u; c) + K(c_1(u; c) + Z(du), \#\Gamma_0(c)) \right).
\]

Remark 1.2. Plugging in the definition of \( c_1(u; c) \) and the index formula, the condition (1.3) is equivalent to

\[
\text{ind}(u; c) > 2g + \#\Gamma_0(c) + \#\partial\Sigma - 2 + 2Z(du),
\]

or

\[
2c_1(u^*TW) + \rho^2(u; c) + \#\Gamma_0(c) > 2Z(du),
\]

where \( \Gamma_0(c) := \Gamma \setminus \Gamma_0(c) \). These are direct generalizations of the criteria in [11,50] [Wen10] [109].

Remark 1.3. An important special case of the dimension bound, which we will use in the application, appears when \( c_1(u; c) < Z(du) \): then \( K(c_1(u; c) + Z(du), \#\Gamma_0(c)) = 0 \), so \( \dim \text{ker}(D\tilde{\delta}_j(j, u)) = 2Z(du) \), its smallest possible value.

Results of this type have been used previously for a variety of applications, including disk filling and deformation arguments in contact 3-manifolds [12,10,110] [Wen88] and the symplectic isotopy problem [1001,1010,1110]. In the last section of this paper, we will use our generalization to prove a somewhat surprising global structure theorem for certain geometrically natural moduli spaces of holomorphic curves in 4-dimensional symplectic cobordisms.

To motivate this, consider for a moment the case of a closed holomorphic curve \( u : \Sigma \to W \) that satisfies the criterion \( \text{ind}(u) > c_1(u) + Z(du) \). We know then that \( M \) is smooth in some neighborhood of \( u \), but ideally one would like to know that the entire connected component \( M_u \) is smooth. In general this will not be true, as other curves in \( M_u \) may have more critical points and thus fail to satisfy the criterion. One favorite way to evade this issue is by assuming that \( u \) is embedded; then the adjunction formula (cf. [1010]) guarantees that all somewhere injective curves \( u' \in M_u \) are also embedded, hence \( Z(du') = 0 \) and the criterion is satisfied. The catch is
that unless one imposes additional restrictive conditions on the homology class \([u] \in H_2(W)\), not every curve in \(\mathcal{M}_u\) need be somewhere injective: a sequence of embedded curves may converge to a branched cover, which will not always be regular since its branch points are critical. Thus \(\mathcal{M}_u\) may fail to be globally smooth if it contains branched covers, and there is no way to avoid this in general.

The surprising fact is that if we impose an additional, rather natural intersection-theoretic condition on \(u\), then the multiple covers that arise turn out to be “harmless” even the multiple covers are regular, and \(\mathcal{M}_u\) is thus globally smooth. The condition in question arises from the study of \(J\)-holomorphic foliations: in particular, we focus on punctured embedded curves \(u : \Sigma \rightarrow W\) that exist in 1- or 2-dimensional families (with respect to some constraint \(c\)) and have the property of never intersecting their neighbors, i.e., these families foliate either an open set or a hypersurface containing \(u(\Sigma) \subset W\). A complete characterization of such curves is given in [Ven99] and will be reviewed in [Wen01] if we refer to them as stable, nicely embedded curves. If \(u\) is such a curve, then it automatically satisfies the criterion of Theorem 1 that the local structure of \(\mathcal{M}_u^c\) near \(u\) is well understood, but one still has the global question:

**Question.** Can a sequence of stable, nicely embedded curves converge to a multiple cover?

If the answer is no, then \(\mathcal{M}_u^c\) is a smooth manifold, and we’ll show that this is indeed the case whenever \(W\) is \(J\)-invariant symplectization (with generic \(J\)) or a closed symplectic manifold. In general, it turns out that multiple covers do appear, but only if they are immersed, in which case the regularity criterion is still satisfied. The proof of this fact will make use of our transversality arguments for non-immersed curves, establishing in effect that any component of \(\mathcal{M}_u^c\) containing such a non-immersed multiple cover can consist only of multiple covers. The result is

**Theorem 2.** For generic \(J\), if \(u \in \mathcal{M}_u^c\) is a stable, nicely embedded curve, then every curve in \(\mathcal{M}_u^c\) is regular, in particular \(\mathcal{M}_u^c\) naturally admits the structure of a smooth orbifold of dimension \(\text{ind}(u; c) \in \{1, 2\}\), with only isolated singularities. Moreover, all curves in \(\mathcal{M}_u^c\) are embedded except for a discrete subset, consisting of unbranched multiple covers over stable, nicely embedded index 0 curves, and the images of any two curves in \(\mathcal{M}_u^c\) are either identical or disjoint.

This will follow from a more general result (Theorem 1) proved in [Wen01] which applies also to parametrized moduli spaces under a generic homotopy of almost complex structures. As a simple corollary, we observe the two aforementioned cases where the answer to the question posed above is no:

---

**Corollary 1.4.** For the curve \(u : \Sigma \rightarrow W\) in Theorem 1, suppose that either

- \(\Sigma\) is a closed Riemann surface (without punctures), or
- \((W, J) = (\mathbb{R} \times M, J)\) is the symplectization of a 3-manifold with stable Hamiltonian structure \(\mathcal{H} = (X, \xi, \omega, J)\), where \(J\) is generic. Then every curve in \(\mathcal{M}_u^c\) is embedded, thus \(\mathcal{M}_u^c\) is a manifold.

**Proof.** For the \(\mathbb{R}\)-invariant symplectization \((\mathbb{R} \times M, J)\), a multiple cover \(u = v \circ \varphi\) would require a somewhere injective curve \(v\) of index 0, which doesn’t exist if \(J\) is generic. The reasoning in the closed case is different: it depends on the fact that, as we’ll show in [Ven99], nicely embedded curves always have genus zero. Then \(\varphi\) must be a holomorphic map \(S^2 \rightarrow S^2\) with no branch points, contradicting the Riemann-Hurwitz formula.

Unbranched multiple covers can and do appear in general if \(\Sigma\) has punctures and \((W, J)\) is a non-cylindrical manifold, e.g., a nontrivial symplectic cobordism. We will show an example at the end of [Wen01] where the resulting collection of curves actually foliates \(W\).

The phenomenon illustrated by Theorem 1 contrasts with the more general study of holomorphic curves, e.g., in Symplectic Field Theory, where transversality can only be achieved in general by abstract perturbations. Such perturbations usually destroy many of the nice geometric properties of holomorphic curves—such as positivity of intersections—but the philosophy here is that for curves that are especially nice in some geometric sense, precisely these nice properties make abstract perturbations unnecessary. In particular, the theorem is part of a larger program outlined in [Ven99], to prove that the compactified moduli spaces of curves that can occur in foliations always have a nice global structure: in principle, after proving a suitable compactness theorem for this “nice” class of curves, transversality should always follow “for free”. Such results are necessary tools in the general theory of \(J\)-holomorphic foliations, as one would like to prove that these foliations can always be carried through under various types of homotopies and stretching arguments. The situation is already well understood in the \(\mathbb{R}\)-invariant case due to [Ven99], and Theorem 1 may be seen as a partial result in the direction of generalizing that compactness theorem to symplectic cobordisms. (See Example 1.1 and Remark 1.7 for an idea of what such a generalization might look like.)

**1.3. Outline of the proofs.** The technical backbone of Theorem 1 is the analysis of the normal Cauchy-Riemann operator \(D^c_u\) associated to any holomorphic curve \(u : \Sigma \rightarrow W\). As we will recall, this is well defined even if \(u\) has critical points, because there always exists a splitting

\[ u^*TW = T_u \oplus N_u \]
such that \( [T_0] \), is the image of \( T, \Sigma \) under \( du \) at all regular points \( z \). The domain of \( D_{\Sigma}^0 \) is then a space of sections of \( N_\Sigma \), a complex fiber bundle. We describe the required linear theory of each operator in \( \mathcal{H} \) giving criteria that guarantee surjectivity of \( D_{\Sigma}^0 \) as well as bounds on the dimension of its kernel.

The next step is then to relate the operator \( D_{\Sigma}^0 \) to the nonlinear problem. In the immersed case, the traditional approach (cf. \( \mathcal{H} \)) is to set up the nonlinear problem to detect \( J \)-invariant maps that can be expressed as sections of the normal bundle of a given solution \( u \), in which case the linearization is equivalent to \( D_{\Sigma}^0 \). This is no longer possible when \( u \) has critical points; Bashmakov and Shevchikin in \( \mathcal{H} \) dealt with this difficulty by replacing the normal bundle with a "normal sheaf" and proving that \( u \) is regular and only if \( D_{\Sigma}^0 \) is surjective. Our approach takes some inspiration from theirs but is less algebraic and more analytical in flavor, as we avoid any reference to sheaves and exact sequences in favor of Banach space splittings and Fredholm operators. Unlike \( \mathcal{H} \), \( \mathcal{H}^{2,4} \) and \( \mathcal{H}^{2,4} \), we treat the nonlinear problem in the way that is standard for arbitrary dimensions, as a section
\[
\partial T : T \times B \to E
\]
of a suitable Banach space bundle, where \( B \) is a (globally defined) Banach manifold of maps \( \Sigma \to W \) (including reparameterizations) and \( \partial T \) is a (locally defined) finite dimensional space of complex structures parametrizing on open subset in the Teichmüller space of \( \Sigma \). We will use the splitting \( u^W = T_0 \oplus N_\Sigma \) and some properties of the standard Cauchy-Riemann operator on \( \Gamma(T\Sigma) \) to give a precise relation (Theorem 2) between the kernels and images of \( \partial T \) and \( D_{\Sigma} \) in arbitrary dimensions. A consequence is the fact that each of these operators is surjective if and only if the other is.

As for the proof of Theorem 2, assume \( u_n \) is a sequence of stable, nicely embedded curves converging to a multiple cover \( u = v \circ \varphi \), where \( v \) is somewhere injective. We observe first that the embedded curves \( u_n \) necessarily satisfy the criterion of Theorem 2, so this will remain true for the limit \( u \) unless \( \varphi \) acquires critical points. The main task then is to show that \( \varphi \) is immersed, and the kernel bounds in Theorem 2 for non-immersed curves turn out to be a useful tool in proving this. The first step is to show that the underlying simple curve \( v \) is embedded and has index 0: this follows by a careful application of the intersection theory of punctured holomorphic curves, which we review at the beginning of \( \mathcal{H} \). Note that this is the only point in the argument at which we assume \( J \) to be generic: it is necessary to obtain a lower bound on the index of \( v \) and thus on its related intersection invariants, but it will not be required in proving transversality for \( u \). With this established, critical points of \( u \) arise only from branch points of the cover \( \varphi \), hence \( Z(du) = Z(d\varphi) \), i.e., the ramification number of \( \varphi \). Now the dimension bound in Theorem 2 turns out to imply that a neighborhood of \( u \) in \( M_{\Sigma}^n \) gives inside a space of dimension at most \( 2Z(du) \): we will make this statement precise later using the implicit function theorem. But if \( Z(du) > 0 \), then the space of holomorphic branched covers homotopic to \( \varphi \) is nontrivial and has precisely this dimension, which yields a \( 2Z(du) \)-dimensional smooth submanifold of \( M_{\Sigma}^n \) containing \( u \). It follows that this describes a neighborhood of \( u \) in \( M_{\Sigma}^n \), so any sequence of curves converging to \( u \) must then have the form \( u_n = u \circ \varphi_n \), i.e., they are all multiple covers with the same image, and this is a contradiction.
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2. Cauchy-Riemann type operators on bundles

2.1. Generalities. Let \( (\Sigma, j) \) be a compact Riemann surface with genus \( g \), \( m \geq 0 \) boundary components, and a finite set of positive/negative interior punctures \( \Gamma = \Gamma^+ \cup \Gamma^+ \subset \text{Int} \Sigma \), with the corresponding punctured surface denoted by \( \Sigma = \Sigma \setminus \Gamma \). Regarding \( \Sigma \) as a surface with cylindrical ends \( \{ U_\ell \}_{\ell \in \Gamma} \) holomorphic to the half-cylinders \( Z_\ell \), it admits a natural compactification \( \bar{\Sigma} \) obtained by replacing \( [0, \infty) \times S^1 \) by \( \bar{\Sigma} = [0, \infty) \times S^1 \) and \( (-\infty, 0] \times S^1 \) by \( (-\infty, 0] \times S^1 \). The compactified space is naturally a topological 2-manifold with boundary
\[
\partial \bar{\Sigma} = \partial \Sigma \cup \bigcup_{\ell \in \Gamma} \delta_\ell,
\]
where for each \( \ell \in \Gamma^\pm \), \( \delta_\ell \cong \{ \pm \infty \} \times S^1 \) denotes the corresponding "circle at infinity". Note that in making this definition we've chosen cylindrical coordinates \((s, t) \in Z_\ell \) over each end \( \{ U_\ell \}_{\ell \in \Gamma} \), and we will continue to use these coordinates whenever convenient. The definitions of \( \Sigma \) and \( \delta_\ell \) do not depend on this choice, and in fact the resulting identification of each \( \delta_\ell \) with \( \bar{\Sigma} = \mathbb{R} \Sigma \) is unique up to a constant shift.

Let \( E \to \Sigma \) be a complex vector bundle of rank \( n \) whose restriction to \( \Sigma \) and each of the circles \( \delta_\ell \) has a smooth structure. Assume moreover that \( E \) is given a Hermitian structure over each end \( U_\ell \). By an admissible trivialization of \( E \) near \( \ell \in \Gamma^\pm \), we mean a smooth unitary bundle isomorphism \( \Phi : E_{U_\ell} \to Z_n \times \mathbb{R}^n \) (where \( \mathbb{R}^n \) is identified with \( \mathbb{C}^n \)), which covers the coordinate map \( U_\ell \to Z_\ell \) and extends continuously to a smooth unitary trivialization \( E_{U_\ell} \to S^1 \times \mathbb{R}^n \). An asymptotic operator at \( \ell \in \Gamma^\pm \) is then a bounded real linear operator
\[
A_\ell : H^1(E_{U_\ell}) \to L^2(E_{U_\ell})
\]
whose expression with respect to any admissible trivialization takes the form

\[ H^1(S^1, \mathbb{R}^{2n}) \to L^2(S^1, \mathbb{R}^{2n}) : \eta \mapsto -i \partial \bar{\partial} S \eta; \]

here \( \partial = i \) is the standard complex structure on \( \mathbb{R}^{2n} = \mathbb{C}^n \) and \( S = S(t) \) is any smooth loop of symmetric \( 2n \times 2n \) matrices. This defines an unbounded self-adjoint operator on the complexification of \( L^2(E_f \Sigma) \). We say that \( A_\Sigma \) is nondegenerate if its spectrum \( \sigma(A_\Sigma) \) does not contain 0.

Define the standard \( \bar{\partial} \) operator for smooth functions on \( \Sigma \) by

\[ \bar{\partial} : C^\infty(\Sigma, \mathbb{C}) \to \Omega^{0,1}(\Sigma) : f \mapsto df + i \partial f \circ j. \]

For any two complex vector bundles \( E \) and \( E' \) over the same base, we denote by \( \text{Hom}_d(E, E') \) and \( \text{End}_d(E, E) := \text{Hom}_d(E, E) \) the corresponding bundles of complex linear and antilinear maps \( E \to E' \) respectively. There are also the corresponding endomorphism bundles \( \text{End}_c(E) := \text{Hom}_c(E, E) \).

**Definition 2.1.** A (smooth, real) Caccioppoli-Riemann type operator on \( E \) is a first-order linear differential operator

\[ D : \Gamma(E_f \Sigma) \to \Gamma \left( \text{End}_c(T\Sigma, E_f \Sigma) \right) \]

such that for every smooth section \( \mathbf{v} : \Sigma \to E \) and smooth function \( f : \Sigma \to \mathbb{R} \),

\[ D(fv) = (\bar{\partial}f)v + f [Dv]. \]

Given an asymptotic operator \( A_\Sigma \), at \( z \in \Gamma^\times \), we will say that \( D \) is asymptotic to \( A_\Sigma \), if its expression in an admissible trivialization \( \Phi \) near \( z \) takes the form

\[ (Dv)(s, t) = \partial_s v(s, t) + 3 \partial_t v(s, t) + S(s, t) \phi(s, t), \]

where \( S(s, t) \) is a smooth family of real-linear transformations on \( \mathbb{R}^{2n} \) which converges uniformly as \( s \to \pm \infty \) to a smooth loop of symmetric matrices \( S(t) \), such that

\[ -i \partial_s S = S(t) \]

is the coordinate expression for \( A_\Sigma \) with respect to \( \Phi \).

Define the Banach space \( W^{k, s}(E) \) to consist of sections \( \mathbf{v} : \Sigma \to E \) of class \( W^{k, s} \) such that in any choice of admissible trivialization near each puncture \( z \in \Gamma^\times \), the corresponding map \( Z_f \to \mathbb{R}^{2n} \) is of class \( W^{k, s} \). If \( \ell \in E_{f \Sigma} \) is a smooth totally real submanifold, define the subspace

\[ W^{k, s}_\ell(E) = \{ \mathbf{v} \in W^{k, s}(E) | \mathbf{v}(\partial \Sigma) \subseteq \ell \}. \]

Observe that \( \text{Hom}_c(T\Sigma, E_f \Sigma) \) also admits a natural extension over \( \Sigma \), and the combination of the coordinates \( (s, t) \) with the trivialization \( \Phi \) near \( z \in \Gamma^\times \) also gives rise to a trivialization of \( \text{Hom}_c(T\Sigma, E_f \Sigma) \). Using this we can define the Banach spaces \( W^{k, s}(\text{Hom}_c(T\Sigma, E_f \Sigma)) \). We will generally write \( W^{k, s} \) as \( L^p \).

Now fix a smooth totally real subbundle \( \ell \subseteq E_{f \Sigma} \), and asymptotic operators \( A_\Sigma \), for each \( z \in \Gamma^\times \), denoting the collection of all these operators by \( A_\Sigma \). Let \( D \) be a Caccioppoli-Riemann type operator that is asymptotic to \( A_\Sigma \), for each \( z \in \Gamma^\times \). We will then be interested in the bounded linear operator

\[ D : W^{k, s}_\ell(E) \to L^p(\text{Hom}_c(T\Sigma, E_f \Sigma)). \]

This is a Fredholm operator if all the \( A_\Sigma \) are nondegenerate, and its index is determined by a variety of topological quantities which we shall recall next.

Fix a set of admissible trivializations near each puncture \( z \in \Gamma^\times \) as well as smooth complex trivializations of \( E_{f \Sigma} \), denoting the collection of all these choices by \( \Phi \). One can then define the relative first Chern number \( c_1^{S}(E) \in \mathbb{Z} \). If \( E \) is a line bundle, then \( c_1^{S}(E) \) is defined simply by counting zeroes of a generic smooth section \( \Sigma \to E \) that extends continuously over \( \Sigma \) and is a nonzero constant with respect to \( \Phi \) on \( \partial \Sigma \). For higher rank bundles, \( c_1^{S}(E) \) can be defined axiomatically via the direct sum property and the assumption that it matches the ordinary first Chern number if \( S \) is closed.

For each connected component \( C \subseteq \Sigma \), the totally real subbundle \( \ell \subseteq E_{f \Sigma} \) has a Moskov index \( \mu_\ell^{S}(E_f \Sigma, \ell, \Phi) \), and we shall denote the sum of these by \( \mu_\ell^{S}(E, \ell) \).

Finally for each puncture \( z \in \Gamma^\times \), the asymptotic operator \( A_\Sigma \), expressed as \( -j \partial \Phi = S(t) \) with respect to \( \Phi \), gives rise to a linear Hamiltonian flow in \( \mathbb{R}^{2n} \) via the equation

\[ j_t \bar{\partial} \Phi = \partial S(t), \]

If \( A_\Sigma \) is nondegenerate, then the resulting path of symplectic matrices \( \Phi(t) \) in \( \text{Sp}(n) \) ends at a matrix \( \Phi(1) \) which does not have 1 as an eigenvalue, so it has a well defined Conley-Zehnder index which we denote as \( \mu_{CZ}(A_\Sigma) \).

All of this together allows us to define the total Moskov index

\[ \mu_\ell^{S}(E, \ell, A_\Sigma) : = \mu_\ell^{S}(E, \ell) + \sum_{z \in \Gamma^\times} \mu_{CZ}(A_\Sigma). \]

The Fredholm index of \( D \) is then given by the following generalization of the Riemann-Roch formula:

\[ \text{ind}(D) = n_{\Sigma}(\Sigma) + 2\mu_\ell^{S}(E, \ell) + \mu_{\ell}^{S}(E, \ell, A_\Sigma). \]

This follows from the formula for the case \( \partial \Sigma = \emptyset \) proved in [bek09], together with a gluing/doubling argument; cf. [wel09]. Note that all dependence on \( \Phi \) in the right hand side of the above cancels out.

Let us briefly review the useful generalization of the above that arises by considering Banach spaces with exponential weights. Pick numbers \( \delta_j \in \mathbb{R} \)
for each \( z \in \Gamma \) and denote the collection of these by \( \delta_\Gamma = \{ \delta_z \}_{z \in \Gamma} \). Then we define

\[ W_{i}^{\beta} \left( E \right) \]

to be the space of \( W_{i}^{\beta} \) sections \( v : \Sigma \to E \) such that in an admissible trivialization near each \( z \in \Gamma^+ \), the function \( Z_{z} : \mathbb{R}^{2n} : (s, t) \to e^{i \phi_{\Sigma} + i \phi_{\Gamma} + i \phi_{\Sigma}} \) is of class \( W_{i}^{\beta} \). This imposes an exponential decay condition at each puncture where \( \delta_z > 0 \), or a bound on exponential growth if \( \delta_z < 0 \). There are now obvious definitions for the spaces \( W_{i}^{\beta} \left( E \right) \) and \( L^{\beta} \left( \mathbb{H}(\Sigma, E) \right) \), so that the Cauchy-Riemann type operator \( \mathbf{D} \) defines a bounded linear map

\[ \mathbf{D} : W_{i}^{\beta} \left( E \right) \to L^{\beta} \left( \mathbb{H}(\Sigma, E) \right). \]

It is simple to show (cf. [17]) that this map is conjugate to another Cauchy-Riemann operator \( \mathbf{D}_{A} : W_{i}^{\beta} \left( E \right) \to L^{\beta} \left( \mathbb{H}(\Sigma, E) \right) \), which is asymptotic at \( z \in \Gamma^+ \) to \( A_{z} \), denote the latter collection of operators by \( A_{z} \). The operator on the weighted space is thus Fredholm if and only if \( \pi \delta \not\in \sigma(A_{z}) \) for all \( z \in \Gamma^+ \), and its index can then be read off again from (22), but with \( A_{z} \) replacing \( A_{z} \). Note in particular that if all \( A_{z} \) are nondegenerate and all \( \delta_z \) are sufficiently close to 0, then the weighting does not change the index of \( \mathbf{D} \).

2.2. The line bundle case. For the rest of this section we assume \( n = 1 \), so each asymptotic operator is equivalent to an unbounded self-adjoint operator on \( L^{2} \left( \mathbb{S}, \mathbb{R}^{2} \right) \) of the form \( A = -\Delta \mathbb{S} - \mathcal{S} \left( t \right) \), whose eigenfunctions can be assigned winding numbers. For \( \lambda \in \sigma(A) \) define \( w(\lambda) \in \mathbb{Z} \) to be the winding number of any nontrivial section in the \( \lambda \)-eigenspace of \( A \); this number depends only on \( \lambda \), by a result in [17]. Moreover, it is shown in the same paper that \( w(\lambda) \) is an increasing function of \( \lambda \) which takes every integer value exactly twice (counting multiplicity). We define

\[ \alpha_{+} \left( A \right) = \min \{ w(\lambda) \mid \lambda \in \sigma(A), \lambda < 0 \}, \]

\[ \alpha_{-} \left( A \right) = \max \{ w(\lambda) \mid \lambda \in \sigma(A), \lambda > 0 \}, \]

\[ p \left( A \right) = \alpha_{+} \left( A \right) - \alpha_{-} \left( A \right), \]

so if \( A \) is nondegenerate, \( p \left( A \right) \in \{ 0, 1 \} \). By another result in [17], these winding numbers are related to the Conley-Zehnder index by

\[ \mu_{CZ} \left( A \right) = 2 \alpha_{-} \left( A \right) + p \left( A \right) = 2 \alpha_{-} \left( A \right) - p \left( A \right). \]

This entire discussion applies also to the operators \( A_{z} \), once trivializations \( \Phi \) are specified; we thus denote these winding numbers by \( \alpha_{z} \left( A_{z} \right) \), and observe that \( p \left( A_{z} \right) \in \{ 0, 1 \} \) does not depend on \( \Phi \). The latter is the parity of the puncture \( z \in \Gamma \), defining a partition of \( \Gamma \) into sets of even and odd punctures, denoted \( \Gamma_{0} \) and \( \Gamma_{1} \), respectively.

Define the \( Z \)-valued adjusted first Chern number of \( E, \ell, \Phi_{E} \) by

\[ c_{1}(E, \ell, \Phi_{E}) = c_{1}(E, \ell) + \frac{1}{2} \mu \left( E, \ell \right) - \sum_{z \in \Gamma} \alpha_{z} \left( A_{z} \right) - \sum_{z \in \Gamma_{1} \setminus \Gamma_{0}} \alpha_{z} \left( A_{z} \right), \]

and observe that this does not depend on \( \Phi \). Using (22) and the index formula, it is easy to show that

\[ 2c_{1}(E, \ell, \Phi_{E}) = \text{ind}(\mathbf{D}) + 2 + 2g + \# \Gamma_{0} + m. \]

Note that \( c_{1}(E, \ell, \Phi_{E}) \) is necessarily an integer if \( \partial E = \emptyset \).

The adjusted first Chern number has the following interpretation which justifies its name. If \( v \in \ker \mathbf{D} \) is a nontrivial section, then the equation \( \mathbf{D} v = 0 \) together with the similarity principle implies that \( v \) has only isolated zeroes, all of positive order. Moreover, by arguments in [17], \( v \) satisfies an asymptotic formula of the form

\[ v(s, t) = e^{\alpha_{-} \left( A \right) \left( t - r(s, t) \right)} \]

in admissible trivializations near each puncture \( z \in \Gamma^+ \); where \( \lambda \in \sigma(A_{z}) \) satisfies \( \pm \lambda < 0 \), \( c_{1}(E, \ell) \) is a section in the corresponding eigenspace and the remainder \( r(s, t) \) goes to zero as \( s \to \infty \). It follows that \( v(s, t) \) has only finitely many zeroes, and near \( z \in \Gamma^+ \) it has a well defined asymptotic winding number \( \text{wind}_{\infty} \left( v \right) \in \mathbb{Z} \), which is bounded from above by \( \alpha_{z} \left( A_{z} \right) \) if \( z \in \Gamma^+ \), or from below by \( \alpha_{z} \left( A_{z} \right) \) if \( z \in \Gamma^- \). We use this to define the asymptotic vanishing of \( v \):

\[ Z_{\infty}(v) = \sum_{z \in \Gamma^+} \left[ \text{wind}_{\infty} \left( v \right) - \text{wind}_{\infty} \left( v \right) \right] + \sum_{z \in \Gamma} \left[ \text{wind}_{\infty} \left( v \right) - \alpha_{z} \left( A_{z} \right) \right]. \]

Define also the \( Z \)-valued count of zeroes,

\[ Z(v) = \sum_{v \neq 0 : \text{ord}(v) \in \mathbb{Z}} \text{ord}(v) \cdot z + \frac{1}{2} \sum_{v \neq 0 : \text{ord}(v) \in \mathbb{R}} \text{ord}(v) \cdot z, \]

where the order of a zero on the boundary is defined by a doubling argument described in the appendix. Now a simple computation using these definitions and Prop. (2.2) yields the relation

\[ Z(v) + Z_{\infty}(v) = c_{1}(E, \ell, \Phi_{E}). \]

Observe that both terms on the left hand side are manifestly nonnegative.

The next result is the main objective of this section. Recall from (2.1) the nonnegative integer \( K(c, G) \).

Proposition 2.2.

1. In the case \( \text{ind}(\mathbf{D}) \leq 0 \), \( \mathbf{D} \) is injective if \( c_{1}(E, \ell, \Phi_{E}) < 0 \), and otherwise

\[ \dim \ker \mathbf{D} \leq K \left( c_{1}(E, \ell, \Phi_{E}), \# \Gamma_{0} \right). \]
(2) In the case \( \text{ind}(D) \geq 0 \), \( D \) is surjective if \( \text{ind}(D) > c_1(E, \ell, A_\ell) \), and otherwise
\[
\text{ind}(D) \leq \dim \ker D \leq \text{ind}(D) + K \left( c_1(E, \ell, A_\ell) - \text{ind}(D), \# \Gamma_0 \right).
\]

Proof. The argument rests crucially on \( \Box \), together with the observation that if \( z \in \Gamma_0 \), then the space of eigenfunctions with negative eigenvalue and winding \( \alpha^k(A_\ell) \) is 1-dimensional, as is the space with positive eigenvalue and winding \( \alpha^k(A_\ell) \).

We prove the result first for the case \( \text{ind}(D) \leq 0 \). If \( c_1(E, \ell, A_\ell) < 0 \), then \( D \) is clearly injective, else \( \Box \) would force any nontrivial section \( v \in \ker D \) to have either \( Z(v) < 0 \) or \( Z_{\infty}(v) < 0 \). To establish the dimension bound for \( \ker D \) when \( c_1(E, \ell, A_\ell) \geq 0 \), choose any nonnegative integer \( k \) and \( n \) such that \( k \leq \# \Gamma \) and \( 2k + n > 2c_1(E, \ell, A_\ell) \). In this situation we can construct an injective homomorphism from \( \ker D \) into a real vector space of dimension \( n + k \). Indeed, if \( \partial \Sigma \neq \emptyset \), pick \( n \) distinct points \( \zeta_1, \ldots, \zeta_n \in \partial \Sigma \), and choose also \( k \) distinct even punctures \( z_1, \ldots, z_k \in \Gamma_0 \). For each of the \( z_j \), the correspondence \( v \mapsto c_k \) coming from the asymptotic formula \( \Box \) defines a linear map from \( \ker D \) into the \( 1 \)-dimensional vector space \( V_z \) consisting of eigenfunctions of \( A_\ell \) with winding equal to \( \alpha^k(A_\ell) \). We can define this map so that it takes the value 0 \( \in V_z \) if and only if the eigenfunction in \( \Box \) has a different winding number. Using these maps and the evaluation of \( v \) at the points \( \zeta \in \partial \Sigma \), we obtain a homomorphism
\[
\Psi : \ker D \rightarrow \ell_{\zeta_1} \oplus \ldots \oplus \ell_{\zeta_n} \oplus V_{z_1} \oplus \ldots \oplus V_{z_k}.
\]

The claim is that \( \Psi \) is injective, and thus \( \dim \ker D \leq n + k \). Indeed, suppose \( \Phi \in \ker D \) is a nontrivial section with \( \Phi(v) = 0 \). Then the asymptotic winding of \( v \) differs from \( \alpha^k(A_\ell) \) at each of the punctures \( z_j \), implying \( Z_{\infty}(v) \geq k \). Similarly, \( v \) has boundary zeroes at \( \zeta_1, \ldots, \zeta_n \), contributing at least \( n/2 \) to \( Z(v) \), hence
\[
c_1(E, \ell, A_\ell) = Z(v) + Z_{\infty}(v) \geq \frac{n}{2} + k,
\]
which contradicts our assumptions on \( n \) and \( k \).

A minor modification to this argument is needed if \( \partial \Sigma = \emptyset \). We must now assume \( n \) is even, and choose distinct interior points \( \zeta_1, \ldots, \zeta_n/2 \in \Sigma \), using evaluation at these points to define the homomorphism
\[
\Psi : \ker D \rightarrow E_{\zeta_1} \oplus \ldots \oplus E_{\zeta_n/2} \oplus V_{z_1} \oplus \ldots \oplus V_{z_k}.
\]

The right hand side is again a vector space of real dimension \( n + k \), and the same argument as above shows that \( \Psi \) is injective.

To deal with the case \( \text{ind}(D) \geq 0 \), we consider the formal adjoint \( D^* \) (cf. \( \Sigma(2) \)). This can be regarded as a Cauchy-Riemann type operator on the bundle \( F := \prod_{\Sigma} (T^* \Sigma, E) \rightarrow \Sigma \) with an appropriate totally real boundary condition \( \ell^* \) and asymptotic operators \( A_\ell^* \), which have the same parity as \( A_\ell \). It satisfies
\[
(18) \quad \text{ind}(D^*) = -\text{ind}(D), \quad \dim \ker D^* = \dim \ker D,
\]
and applying \( \Box \) to \( D^* \) and \( D^* \) together, we find
\[
c_1(E, \ell, A_\ell) - c_1(E, \ell^*, A_\ell^*) = \frac{1}{2} \left[ \text{ind}(D) - \text{ind}(D^*) \right] = \text{ind}(D).
\]

Then the condition \( c_1(E, \ell, A_\ell) \geq 0 \) is satisfied if and only if \( \text{ind}(D) \geq c_1(E, \ell, A_\ell) \), and this implies \( D \) is surjective. If \( \text{ind}(D) \leq c_1(E, \ell, A_\ell) \), then \( c_1(F, \ell', A_{\ell'} \right) \geq 0 \) and we can apply the above estimate to \( \dim \ker D^* \), giving
\[
\dim \ker D \leq \dim \ker D^* + K \left( c_1(F, \ell', A_{\ell'}^*), \# \Gamma_0 \right)
\leq \text{ind}(D) + K \left( c_1(F, \ell', A_{\ell'}^*), \# \Gamma_0 \right)
= \text{ind}(D) + K \left( c_1(E, \ell, A_\ell), \# \Gamma_0 \right).
\]

\[ \square \]

Remark 2.3. The proof of Theorem 2.4 requires only the very simplest case of this dimension bound, namely that \( \ker D \) is trivial when \( c_1(E, \ell, A_\ell) < 0 \). As that proof will demonstrate, however, such bounds can sometimes be useful in cases where \( D \) is not surjective, so perhaps the more general dimension bound will eventually find similar application.

3. The normal operator for a holomorphic curve

In this section we will give the precise definition of regularity and show that it is equivalent to the surjectivity of a certain Cauchy-Riemann operator on a generalized normal bundle. The precise relation between this operator and the concept of regularity is stated in \( \Sigma(4) \) as Theorem 3 and in \( \Sigma(5) \) we apply the linear transversality theorem from \( \Sigma(2) \) to show that Theorem 3 follows as an easy corollary.

Throughout the following, we fix a compact, connected, and oriented surface \( \Sigma \) of genus \( g \geq 0 \) with \( m \geq 0 \) boundary components, and a finite set \( \Gamma \subset \text{int} \Sigma \), writing \( \Sigma = \Sigma \setminus \Gamma \).

3.1. Teichmuller slices and Cauchy-Riemann operators. We begin by collecting some classical facts about moduli spaces of Riemann surfaces which can be related to the analysis of Cauchy-Riemann type operators.

Let \( J(\Sigma) \) denote the space of smooth complex structures on \( \Sigma \) that induce the given orientation, and denote by \( \text{Diff}_{\Sigma}(\Sigma, \Gamma) \) the group of orientation preserving diffeomorphisms on \( \Sigma \) that fix \( \Gamma \), and \( \text{Diff}_{\Sigma}(\Sigma, \Gamma) \subset \text{Diff}_{\Sigma}(\Sigma, \Gamma) \) those which are homotopic to the identity. Both of these groups act on \( J(\Sigma) \) by \( \phi \mapsto \phi \circ j \), and the Teichmuller space of \( \Sigma \) is a smooth finite-dimensional manifold defined as
\[
\mathcal{T}(\Sigma) = J(\Sigma)/\text{Diff}_{\Sigma}(\Sigma, \Gamma).
\]
Its quotient by the mapping class group $\mathcal{M}(\Sigma) = \text{Diff}_+(\Sigma, \Gamma)/\text{Diff}_0(\Sigma, \Gamma)$ gives the moduli space of Riemann surfaces (with genus $g$, in boundary components and $\# \Gamma$ interior marked points)

$$\mathcal{M}(\Sigma) = \mathcal{T}(\Sigma)/\mathcal{J}(\Sigma)/\text{Diff}_+(\Sigma, \Gamma),$$

which is in general an orbifold of the same dimension. We say $\Sigma$ is stable if $\chi(\Sigma) < 0$, in which case

$$\dim \mathcal{M}(\Sigma) = 6g - 6 + 3m + 2\# \Gamma - 3\chi(\Sigma) - \# \Gamma,$$

and the automorphism group

$$\text{Aut}(\Sigma, j) = \{ \varphi \in \text{Diff}_+(\Sigma, \Gamma) \mid \varphi^\# j = j \}$$

is finite for any choice of $j \in \mathcal{J}(\Sigma)$ (though its order may depend on $j$). Let $D \subset \mathbb{C}$ denote the closed unit disk, $A = [0, 1] \times S^1$ the compact annulus and $\mathbb{T}^2 = \mathbb{R}^2/Z^2$ the 2-dimensional torus. For our purposes, the non-stable cases to be considered are the following:

1. $\mathcal{M}(S^2) = \{ [i] \}$ and $\dim \text{Aut}(S^2, i) = 6$.
2. $\mathcal{M}(\mathbb{C}) = \{ [i] \}$ and $\dim \text{Aut}(\mathbb{C}, i) = 4$.
3. $\mathcal{M}(D) = \{ [i] \}$ and $\dim \text{Aut}(D, i) = 3$.
4. $\mathcal{M}(\mathbb{R} \times S^1) = \{ [i] \}$ and $\dim \text{Aut}(\mathbb{R} \times S^1, i) = 2$.
5. $\mathcal{M}(D \setminus \{ 0 \}) = \{ [i] \}$ and $\dim \text{Aut}(D \setminus \{ 0 \}, i) = 1$.
6. $\dim \mathcal{M}(A) = 1$ and $\dim \text{Aut}(A, j) = 1$.
7. $\dim \mathcal{M}(\mathbb{T}^2) = 2$ and $\dim \text{Aut}(\mathbb{T}^2, j) = 2$.

For all but the last case, the mapping class group $\mathcal{M}(\Sigma)$ is trivial and thus $\mathcal{M}(\Sigma) = T(\Sigma)$ is a manifold. Observe also that if $\Sigma$ is not stable, then

$$\dim \text{Aut}(\Sigma, j) = \dim \mathcal{M}(\Sigma) = 3\chi(\Sigma) + \# \Gamma.$$  

Fixing $p > 2$, the latter is the Fredholm index of the standard linear Cauchy-Riemann operator

$$D^C : W^{1,p}_{T,0,T_{\mathcal{M}}}(T; \Sigma; \Gamma) \to L^p(\text{End}_C(T\Sigma)),$$

where $W^{1,p}_{T,0,T_{\mathcal{M}}}(T; \Sigma; \Gamma)$ is the space of $W^{1,p}$-smooth vector fields $Y : \Sigma \to T\Sigma$ satisfying $Y(\partial E) \subset T(\partial E)$ and $Y|_E = 0$.

**Lemma 3.1.** For all choices of $(\Sigma, j, \Gamma)$, $\dim \text{coker}(D^C) = \dim \mathcal{M}(\Sigma)$.

**Proof.** This may be regarded as a standard piece of Teichmüller theory in the stable case (cf. [Te1, Te2]), and also follows by using a simplified version of the argument in the proof of [Pr]. To show that $D^C$ is injective, here one must account also for the condition $Y|_E = 0$, which ensures $Z(Y) \geq \# \Gamma$, thus it suffices to observe that the adjusted first Chern number is strictly less than $\# \Gamma$. In the non-stable case, a similar argument shows that $\dim \text{ker}(D^C) \leq \dim \text{Aut}(\Sigma, j)$, and by interpreting $D^C$ as the linearization

of a nonlinear operator $\partial^\# \varphi = \mathcal{T}_\varphi + j \circ \mathcal{T}_\varphi \circ j$, one sees that $\text{ker}(D^C)$ contains $\text{Aut}(\Sigma, j)$, giving an inequality in the other direction, hence

$$\dim \text{ker}(D^C) = \dim \text{Aut}(\Sigma, j).$$

The result then follows from [Te1].

Given $j \in \mathcal{J}(\Sigma)$ and the corresponding Cauchy-Riemann operator $D^C$, pick a complement of $\text{im}(D^C)$, i.e. a subspace $C \subset L^p(\text{End}_C(T\Sigma))$ such that

$$\text{im}(D^C) \cap C = L^p(\text{End}_C(T\Sigma)).$$

By approximation, we may assume every section in $C$ is smooth and vanishes on a neighborhood of $\Gamma$. We can then choose a small neighborhood $O \subset C$ of 0 and define the map

$$(3.1) \quad \Phi : O \to \mathcal{J}(\Sigma) : y \mapsto \left(1 + \frac{1}{p}y\right)^\frac{1}{p} \left(1 + \frac{1}{p}y\right)^{-\frac{1}{p}}$$

which has the properties $\Phi(0) = j$ and

$$\partial \Phi|_0(y) = \frac{\partial \Phi|_0(y)}{\partial y} = y,$$

thus it is injective if $O$ is sufficiently small. The image

$$\mathcal{T} := \Phi(O) \subset \mathcal{J}(\Sigma)$$

is thus a smooth manifold of dimension $\dim C = \dim \mathcal{T}(\Sigma)$, with $T\mathcal{T} = \mathcal{T}$ and consisting of smooth complex structures close to that are identical to $j$ on some fixed neighborhood of $\Gamma$. It parameterizes a neighborhood of $[j]$ in $\mathcal{T}(\Sigma)$, i.e. the projection $\mathcal{J}(\Sigma) \to \mathcal{T}(\Sigma)$ restricts to a diffeomorphism from $\mathcal{T}$ onto a neighborhood of $[j]$. This provides an explicit construction of the following general object:

**Definition 3.2.** Given $j \in \mathcal{J}(\Sigma)$, we define a Teichmüller slice through $j$ to be any smooth family $T \subset \mathcal{J}(\Sigma)$ parameterized by an injective map $U \to \mathcal{J}(\Sigma)$, where $U$ is an open subset of $\mathbb{R}^{\dim(\mathcal{T})}$, such that all $f \in T$ are identical on some fixed neighborhood of $\Gamma$, and $\text{im}(D^C) \cap C = L^p(\text{End}_C(T\Sigma))$.

**Lemma 3.3.** If $(\Sigma, j)$ is stable, then there exists a Teichmüller slice $T$ through $j$ that is invariant under the group action $\text{Aut}(\Sigma, j) : \mathcal{J}(\Sigma) \to \mathcal{J}(\Sigma) : \Psi \mapsto \Psi^\# j$.

**Proof.** The automorphism group $G := \text{Aut}(\Sigma)$ is finite and consists of holomorphic maps on $(\Sigma, j)$ that fix $\Gamma$. Each point in $\mathcal{T}$ then has a $G$-invariant neighborhood biholomorphically equivalent to the standard unit disk, on which $G$ acts by rational rotations. Let $g$ denote a metric on $\Sigma$ that is invariant under the action of $G$; such a metric can be constructed by starting from the Poincaré metric on $\Sigma$ and interpolating this with flat
notation-invariant metrics on disk-like neighborhoods of each point in $\Gamma$. Then $g$ induces a bundle metric on $\text{End}_c(T\Sigma) \to \Sigma$ and a corresponding $G$-invariant $L^2$-inner product $(,)$ on the space of sections of this bundle. To prove the lemma, it suffices to construct a $G$-invariant complement 
$C \subset L^2(\text{End}_c(T\Sigma))$ of $\text{im}(D^2)$ that consists of smooth sections vanishing near $\Gamma$; then an appropriate Teichmüller slice can be defined via $\Sigma_{\mathfrak{g}}$ since 
$\varphi^*j = j$ implies $\Phi(\varphi^*y) = \varphi^*\Phi(y)$ for any $y \in G$. Observe that $\text{im}(D^2)$ itself is $G$-invariant, since $\varphi^*j = j$ also implies $D^2_\Lambda(\varphi^*y) = \varphi^*D^2_\Lambda y$ for all $y \in W_{T,\Sigma}^2(T\Sigma;\Gamma)$. Now using the $G$-invariant $L^2$-product chosen above, define a complement $C_0$ as the $L^2$-orthogonal complement of $\text{im}(D^2)$, i.e. 
$C_0 = \left\{ y \in L^2(\text{End}_c(T\Sigma)) \mid \langle D^2_\Lambda y, y \rangle = 0 \right\}$ for all $y \in W_{T,\Sigma}^2(T\Sigma;\Gamma)$.

This space is $G$-invariant due to the $G$-invariance of $\text{im}(D^2)$ and $(,)$ on $L^2$, and by elliptic regularity for weak solutions of the formal adjoint equation, it consists only of smooth sections. Now choosing $G$-invariant disklike neighborhoods of the points in $\Gamma$, we can obtain the desired complement $C$ by multiplying the sections in $C_0$ by $G$-invariant cutoff functions that vanish near $G$ and equal 1 outside a sufficiently small neighborhood of $\Gamma$. 

For the two non-vanishing cases in which $T(\Sigma)$ is non-trivial, it will be convenient to have explicit global Teichmüller slices. If $\Sigma = \mathbb{A} = 0, [1 \times S^1]$, for each $\tau > 0$ define the diffeomorphism $\varphi_\tau : \mathbb{A} \to \mathbb{R} \times S^1 : (s,t) \mapsto (\tau s, t)$ and let $T_\tau$ denote the collection of complex structures $[\varphi_\tau^*]\tau > 0$. This parameterizes the entirety of $T(\Lambda)$ (which equals $\mathcal{M}(\Lambda)$ since the mapping class group is trivial), and also gives a natural identification of every $\text{Aut}(\Lambda, \varphi^*\tau)$ with $S^1$, acting on $\Lambda$ by translation of the second factor. If $\Sigma = \mathbb{T}^2 = \mathbb{R}^2/\mathbb{Z}^2$, we define $T_\tau$ to be the space of all constant complex structures on $\mathbb{R}^2/\mathbb{Z}$ that are compatible with the standard orientation; clearly these descend to $\mathbb{T}^2$, and they also parameterize the entirety of $T(\mathbb{T}^2)$. Then for each $j \in T_\tau$, the subgroup 
$\text{Aut}(\mathbb{T}^2, j) := \text{Aut}(\mathbb{T}^2, j) \cap \text{Diff}_0(\mathbb{T}^2)$
can be identified naturally with $\mathbb{T}^2$, acting by translations. Choosing a base point $p = [0, 0] \in \mathbb{T}^2$, the stabilizer of $[j] \in T(\mathbb{T}^2)$ under the action of $M(\mathbb{T}^2) = \text{SL}(2, \mathbb{Z})$ is meanwhile the finite subgroup 
$\text{Aut}(\mathbb{T}^2, j;p) := \left\{ \varphi \in \text{Aut}(\mathbb{T}^2, j) \mid \varphi(p) = p \right\} = \left\{ A \in \text{SL}(2, \mathbb{Z}) \mid Aj = jA \right\}$, and $\text{Aut}(\mathbb{T}^2, j)$ is the semidirect product of $\text{Aut}(\mathbb{T}^2, j;p)$ with $\mathbb{T}^2$. Now in particular that for any $j \in T_{\tau^n}$, this group acts by affine transformations on $\mathbb{R}^2$ (descending to $\mathbb{T}^2$), and the action $(\varphi^*j) \mapsto \varphi^*j$ therefore preserves $T_{\tau^n}$.

The following will be useful for technical reasons in our analysis of the relationship between $\mathcal{D}_L$ and its normal component.

**Lemma 3.4.** For any $j \in J(\Sigma)$ and finite set $K \subset \Sigma$, there exists a Teichmüller slice $T$ through $j$ such that every $j' \in T$ is identical to $j$ on some fixed neighborhood of $K \cup \Gamma$.

**Proof.** It suffices to construct $C = T_j^\infty$ so that every $y \in C$ vanishes near $K \cup \Gamma$. This can be done using cutoff functions to replace a basis of any given complement with one that vanishes in such a neighborhood; the new basis can be made $L^2$-close to the old one if the neighborhood is sufficiently small.

For any Teichmüller slice $T$ through $j$, the operator 
$L_j : T_j^\infty \oplus W_{T,\Sigma}^2(T\Sigma;\Gamma) \to L^2(\text{End}_c(T\Sigma); \langle y, y \rangle \mapsto jy + D^2_\Lambda y$ is clearly surjective; indeed, since $D^2_\Lambda$ is complex linear, $L_j(y, j') = j(y + D^2_\Lambda y)$, and the target space is spanned by $T_j^\infty$ and $\text{im}(D^2_\Lambda)$. For the analysis in the following sections it will be useful to derive a corresponding statement for the standard Cauchy-Riemann operator on a Riemann surface with ends. We will recall in the next section the construction of certain Banach manifolds containing asymptotically cylindrical maps $\Sigma \to W$, for example $\Sigma = \Sigma$, the tangent space to such a Banach manifold $B^\infty$ at the identity map $1 : \Sigma : \Sigma$ can be written as 
$T^\infty_0 \Sigma \oplus W^2_{T,\Sigma}^2(T\Sigma) \cong B^\infty$, where $\delta > 0$ is a small weight applying at every $y$-end and $V_\Sigma^\infty \subset \Gamma(T\Sigma)$ is a $2\delta$-dimensional space of smooth sections that are supported near infinity and constant in some fixed choice of cylindrical coordinates near each end. The natural nonlinear Cauchy-Riemann operator defines a section of a Banach space bundle over $B^\infty$, whose linearization at $1$ is the usual linear Cauchy-Riemann operator given by the holomorphic structure of $T\Sigma \to \Sigma$, denoted here by $D^\infty_\Lambda ; W_{T,\Sigma}^2(T\Sigma) \oplus V_\Sigma^\infty \to L^2(\text{End}_c(T\Sigma)),$

Now since every $y \in T_jT_j$ is smooth and vanishes near $\Gamma$, there is a natural inclusion of $T_jT_j \subset L^2(\text{End}_c(T\Sigma))$, as well as a bounded linear map 
$T_jT_j \to L^2(\text{End}_c(T\Sigma)) : y \mapsto jy$.

**Lemma 3.5.** The operator 
$L_j : T_j^\infty \oplus W_{T,\Sigma}^2(T\Sigma) \oplus V_\Sigma^\infty \to L^2(\text{End}_c(T\Sigma))$ 
$\langle y, j \rangle \mapsto jy + D^\infty_\Lambda y$ is surjective.

**Proof.** Applying the linear theory in [11] we find that $\text{ind}(D^\infty_\Lambda) = \text{ind}(D^2_\Lambda)$ and hence $\text{ind}(L_j) = \text{ind}(L_j)$. Now in light of the natural inclusion $W_{T,\Sigma}^2(T\Sigma) \oplus V_\Sigma^\infty \to W_{T,\Sigma}^2(T\Sigma, \Gamma)$.
we have \( \ker(L) \subset \ker(L_T) \), but since \( \dim \ker(L) \geq \text{ind}(L) \) in general and \( \text{dim} \ker(L_T) = \text{ind}(L_T) \) by the remarks above, it follows that

\[
\dim \ker(L) \leq \dim \ker(L_T) = \text{ind}(L_T) = \text{ind}(L),
\]

implying \( L \) is surjective.

\[\square\]

**Corollary 3.6.** For any Teichmüller slice \( T \) through \( j \), \( L^T(\End \Sigma(\Gamma^T \Sigma)) = \text{im}(D^T) \oplus T_j T \).

### 3.2. Functional analytic setup.

To state the definition of regularity \( \gamma \), we begin by reviewing the nonlinear functional analytic setup used in [Deja][Deja] for asymptotically cylindrical maps \( u : \Sigma \to W \) with nondegenerate Morse-Bott asymptotic orbits. Fix the surface \( \Sigma \), punctures \( \Gamma = \Gamma^+ \cup \Gamma^- \subset \text{int} \Sigma \), and asymptotic constraints \( c \). Recall that the latter choice partitions \( \Gamma \) into a set of constrained and unconstrained punctures \( \Gamma^c = \Gamma^c \cup \Gamma^e \), and assigns to each \( x \in \Gamma^c \) an orbit \( P_i \) of \( X_k \), which we will assume is Morse-Bott, and we will denote its period by \( T_i \). For each \( x \in \Gamma^c \), we instead choose an arbitrary Morse-Bott manifold of periodic orbits in \( M_k \), denoted again by \( P_i \), with period \( T_i > 0 \). By a slight abuse of notation, each \( P_i \) may be regarded both as a submanifold \( P_i \subset M_k \) and as a set of \( T_i \)-periodic orbits \( \gamma_i \in P_i \) (sometimes with only one element). Denote this collection of choices for all punctures \( \gamma_i \) in \( \Gamma^c \) by \( P \). We shall then consider a Banach manifold consisting of asymptotically cylindrical maps \( u : \Sigma \to W \) whose asymptotic orbits \( \gamma_i \in \Gamma^c \) satisfy \( \gamma_i \in P_i \).

Before explaining the Banach manifold, we digress for a moment to define some important invariants that enter into the index formula. Recall that any \( T \)-periodic orbit \( \gamma \) of \( X_k \) has an associated asymptotic operator \( A_\gamma \), defined on sections of the bundle \( q_\gamma \) along \( \gamma \). One can write it down by choosing a parametrization \( x : S^1 \to M_k \) of \( \gamma \) with \( \lambda(x) \equiv T \), and defining \( A_\gamma : L^2(\gamma) \to L^2(\gamma) \) by

\[
A_\gamma v := -J_\gamma (\nabla v - T \nabla X_k)
\]

for any symmetric connection \( \nabla \) on \( M_k \). This gives an unbounded self-adjoint operator on \( L^2(\gamma) \) of the form considered in [Deja] and it is nondegenerate if and only if the orbit is nondegenerate, in which case we define the Conley-Zehnder index \( \mu^{CZ}_k(\gamma) = \mu^{CZ}_k(A_\gamma) \) for any choice of trivialization \( \Phi \) on \( x^*\xi_k \). If \( \gamma \) is degenerate, then \( A_\gamma \) can be perturbed to a nondegenerate asymptotic operator by adding any constant \( \epsilon \in \mathbb{R} \setminus -\sigma(A) \), and we thus define the perturbed Conley-Zehnder index

\[
\mu^{CZ}_k(\gamma) + \epsilon := \mu^{CZ}_k(A_\gamma + \epsilon),
\]

and its parity

\[
p(\gamma + \epsilon) := \begin{cases} 0 & \text{if } \mu^{CZ}_k(\gamma + \epsilon) \text{ is even,} \\ 1 & \text{if } \mu^{CZ}_k(\gamma + \epsilon) \text{ is odd,} \end{cases}
\]

which does not depend on \( \Phi \). Observe that if \( \gamma \) is nondegenerate and \( \epsilon \) is sufficiently close to zero, then \( \mu^{CZ}_k(\gamma + \epsilon) = \mu^{CZ}_k(\gamma) \) since \( \sigma(A_\gamma) \) is discrete. More generally, one can see from the relationship between the Conley-Zehnder index and spectral flow (cf. [Deja]) that for sufficiently small \( \epsilon > 0 \),

\[
\mu^{CZ}_k(\gamma - \epsilon) - \mu^{CZ}_k(\gamma + \epsilon) = \text{dim} \ker(A_\gamma),
\]

In particular if \( \gamma \) belongs to a Morse-Bott family \( P \), then the right hand side of (3.3) is \( \text{dim} P - 1 \), and \( \mu^{CZ}_k(\gamma \pm \epsilon) \) remains unchanged if we move \( \gamma \) to a different orbit in the same family.

If \( M_k \) are \( 3 \)-dimensional, then \( \xi_k \) have complex rank one, so recalling the definitions in [Deja][Deja], we can associate to any \( T \)-periodic orbit \( \gamma \) of \( X_k \) and real number \( \epsilon \) the so-called *extremal winding numbers*

\[
\alpha_k^\epsilon(\gamma + \epsilon) := \alpha_k^\epsilon(A_\gamma + \epsilon),
\]

or for the case \( \epsilon = 0 \), simply \( \alpha_k^\epsilon(\gamma) := \alpha_k^\epsilon(A_\gamma) \). We will refer to the eigenfunctions of \( A_\gamma \) involved in this definition as *extremal eigenfunctions* at \( \gamma \) if \( \epsilon = 0 \), or more generally *extremal eigenfunctions with respect to \( \epsilon \).*

Now if \( \epsilon \notin -\sigma(A) \), (3.4) gives

\[
\begin{align*}
\mu^{CZ}_k(\gamma + \epsilon) &= 2\alpha_k^\epsilon(\gamma + \epsilon) \pm \mathcal{P}(\gamma + \epsilon) \\
\mathcal{P}(\gamma + \epsilon) &= \alpha_k^\epsilon(\gamma + \epsilon) - \alpha_k^\epsilon(\gamma + \epsilon) \in \{0,1\}.
\end{align*}
\]

Choosing \( \delta > 0 \) arbitrarily small, it will also be convenient to define

\[
\nu_k(\gamma) := \alpha_k^\epsilon(\gamma - \delta) - \alpha_k^\epsilon(\gamma + \delta),
\]

which equals 0 whenever \( \gamma \) is nondegenerate, and is otherwise either 0 or 1.

**Notation.** Fix a number \( \delta > 0 \), which we will generally assume to be as small as may be needed. Suppose \( \Gamma = \Gamma^c \cup \Gamma^e \) is a set of punctures and \( c \) is an asymptotic constraints, defining constrained and unconstrained subsets \( \Gamma^c, \Gamma^e \subset \Gamma \) respectively. We then associate to each puncture \( z \in \Gamma \) a real number

\[
c_z := \begin{cases} \delta & \text{if } z \in \Gamma^c, \\ -\delta & \text{if } z \in \Gamma^e, \end{cases}
\]

For asymptotically cylindrical maps \( u : \Sigma \to W \) subject to constraints \( c \), we will use the following notational conventions throughout. The asymptotic orbit of \( u \) at a puncture \( z \in \Gamma^e \) will be denoted \( \gamma_z \), with asymptotic operator \( A_z := A_{\gamma_z} \), and the collection of these for all punctures will be denoted by \( \Gamma \) and \( A \) respectively. Denote the corresponding collection of
perturbed asymptotic operators \( \{ A_{\pm} \pm c_{\pm} \}_{\alpha \in \mathbb{R}} \) by \( A_{\pm} \pm c_{\pm} \), noting that the sign choice must always match the sign of the puncture. For \( i \in \{ 0, 1 \} \), let
\[
\Gamma_i^+(c) = \{ z \in \Gamma^+ \mid p(z_0, c_0) = i \}
\]
and \( \Gamma_i(c) = \Gamma_i^+(c) \cup \Gamma_i^-(c) \). This defines a partition of \( \Gamma \) into so-called even and odd punctures with respect to the constraints. Note that when \( \gamma_0 = 0 \), the parity of \( z \) is simply the even/odd parity of \( \mu^2_{\omega}(\gamma_0) \); in general however this distinction depends on not just the orbit and constraints, but also the signs of the puncture.

Choose \( p > 2 \) and define the Banach manifold
\[
B := B^{p \times \mathbb{R}^2} \left( \Sigma, W; L, P \right)
\]
to consist of maps \( \Sigma \to W \) of class \( W^{1, p} \) which satisfy \( u(\partial \Sigma) \subseteq L \) and have asymptotically cylindrical behavior approaching the orbits \( \{ P_\alpha \}_{\alpha \in \mathbb{R}} \) at the corresponding punctures; the latter means in particular that using cylindrical coordinates \( (s, t) \in \mathbb{R} \times \mathbb{R}_+ \), there exists an orbit \( \gamma_0 \in \mathbb{R} \) with parameterization \( x : \mathbb{R} \to M_\gamma \) and a constant \( s_0 \) such that for sufficiently large \( |t| \)
\[
u(s + s_0, t) = \exp_{x(s)} h(s, t),
\]
where \( h(s, t) := (T_x s, \gamma(T_x t)) \in E_\alpha \subseteq \mathbb{R} 	imes M_\gamma \) and \( h \in \Gamma(\mathbb{R} \times E_\alpha) \) is of weighted Sobolev class \( W^{1, p} \) on \( 
\]
where the summands are defined as follows. The subscript \( \Lambda \) refers to the totally real subbundle
\[
\Lambda := (u|_{\Sigma})^* TL \to \partial \Sigma,
\]
so that sections \( v \in W^{1, p}_{\Lambda} (u^* TW) \) are required to satisfy the boundary condition \( v(\partial \Sigma) \subseteq \Lambda \), as well as decaying in accordance with the small exponential weight \( \delta > 0 \) at each end. The other two summands are both finite dimensional vector spaces consisting of sections \( \Sigma \to u^* TW \) that are supported near infinity and asymptotically equal to constant vectors in some choice of \( \mathbb{R} \)-invariant coordinates near the asymptotic orbit. In particular, \( v_T \) has dimension \( \# \Gamma \) and contains vector fields that are parallel to the orbit cylinders \( x(s, t) = (T_s x(T_t)) \) near infinity, while the vector fields in \( X_T \) are trivial whenever \( P_\alpha \) is a fixed orbit and otherwise parallel to the Morse-Bott manifolds \( P_\alpha \), thus

\[
\dim X_T = \sum_{\alpha \in \mathbb{R}} (\dim P_\alpha - 1) = \sum_{\alpha \in \mathbb{R}} \dim \ker(A_{\alpha}).
\]

Fixing a complex structure \( j \) on \( \Sigma \), there is a Banach space bundle \( E \to B \) whose fibers are spaces of complex antilinear bundle maps
\[
E_\alpha = L^p \left( \text{Hom}_{\mathbb{C}}(T \Sigma, u^* TW) \right),
\]
and the nonlinear Cauchy-Riemann operator defines a smooth section
\[
\tilde{\theta}_j : B \to E : u \mapsto Tu + J o Tu o j,
\]
whose zeros are parametrizations of asymptotically cylindrical pseudoholomorphic curves \( u : (\Sigma, j) \to (W, J) \). The linearization of \( \tilde{\theta}_j \) at a zero \( u \) defines a linear Cauchy-Riemann type operator,

\[
D_u : \Gamma(\mathbb{R} x T W) \to \Gamma \left( \text{Hom}_{\mathbb{C}}(T \Sigma, u^* TW) \right)
\]

\[
\nu \mapsto \nabla \nu + J o \nabla o j + (\nabla J) o Tu o j,
\]
where \( \nabla \) is any symmetric connection on \( W \). As a bounded linear operator \( T_u B \to E_u \), \( D_u \) is Fredholm. To write down its index, let \( \Psi \) be an arbitrary choice of trivialization for \( u^* TW \) along \( \partial \Sigma \) and for \( \xi_u \) along the orbits \( \gamma_u \), and define the total Maslov index
\[
\mu^\Psi (u; c) = \mu^\Psi (u^* TW, \Lambda) + \sum_{\alpha \in \mathbb{R}} \mu^\Psi (\gamma_u + c_\alpha) - \sum_{\alpha \in \mathbb{R}} \mu^\Psi (\gamma_u - c_\alpha).
\]

The trivializations \( \xi_u \) extend naturally to trivializations of \( TW = T (\mathbb{R} \times M_\gamma) \) along the orbits via the splitting

\[
T (\mathbb{R} \times M_\gamma) = (\mathbb{R} \oplus u^* TW) \oplus \xi_u,
\]
so that one can also define the relative Chern number \( c^R (u^* TW) \).

**Proposition 3.7.**
\[
\text{ind}(D_u) = n_x(\Sigma) + 2 \mu^\Psi (u^* TW) + \mu^\Psi (u; c) + \# \Gamma.
\]

**Proof.** Denote by \( D_u \) the restriction of \( D_u \) to \( W^{1, p}_{\Lambda}(u^* TW) \), so
\[
\text{ind}(D_u) = \text{ind}(D_u) + \dim X_T + \dim X_T
\]
\[
= \text{ind}(D_u) + 2 \# \Gamma + \sum_{\alpha \in \mathbb{R}} \dim \ker(A_{\alpha}).
\]

Then \( D_u \) is a Cauchy-Riemann type operator asymptotic at \( z \in \Gamma \) to the operators

\[
B_z := C \oplus \Lambda,
\]
where we use the splitting \( \Xi \) and define on the first summand the "trivial" asymptotic operator \( C = -j_0 \nabla / \partial T \). The latter is degenerate, but we have

\[
\mu_\infty (C \pm \delta) = \mp 1
\]
if \( \delta > 0 \) is sufficiently small. By the discussion of exponential weights in \( \Xi \), \( D_u \) is now conjugate to a Cauchy-Riemann operator \( W^{1, p}_{\Lambda}(u^* TW) \to \)
where \( \nabla \) is any connection on \( \hat{\Sigma} \). Similarly, using the fact that \( u : (\hat{\Sigma}, j) \to (W, J) \) and \( 1 : (\hat{\Sigma}, j) \to (\hat{\Sigma}, j) \) are both holomorphic,
\[
\mathbf{D}_u (du (v)) (Y) = \nabla_v [\hat{\varphi} (J (u \circ \varphi^{-1} (Y)))] \big|_{u = 0} = \nabla_v [T (u \circ \varphi^{-1} (Y)) + J \circ T (u \circ \varphi^{-1} (Y))] \big|_{u = 0}.
\]
and extend the section \( \bar{\mathcal{D}}_j \) over this bundle by
\[
\bar{\mathcal{D}}_j : \mathcal{T} \times B \to \mathcal{E} : (j, u) \mapsto Tu + J \circ Tu \circ j.
\]
The linearization at \( (j, u) \in \mathcal{D}_{j,j} \) (0) can now be expressed via its “partial derivatives”
\[
\mathcal{D} \bar{\mathcal{D}}_j (j, u) : T_{j,j} \oplus T_{j,j} \to \mathcal{E}_{j,j} : (v, w) \mapsto G_{j,j} (v, w) + \mathbf{D}_u (v)
\]
where
\[
G_{j,j} : T_{j,j} \subset \Gamma \left( \mathcal{E}_{\hat{\Sigma}, \hat{\Sigma}} \right) \to \Gamma \left( \mathcal{E}_{\hat{\Sigma}, \hat{\Sigma}} \right) \big|_{(u^*TW, J)} y \mapsto J \circ Tu \circ y.
\]
We can now present the precise definition of regularity.

**Definition 3.9.** The curve \( (\Sigma, j, \Sigma) \in \mathcal{M}^e \) is called regular if there exists a Teichmüller slice \( T \) through \( j \) such that the operator \( \mathcal{D}_u (j) : T \times B \to \mathcal{E}_{j,j} \) is surjective.

**Remark 3.10.** This condition clearly doesn’t depend on the choice of map \( u : (\hat{\Sigma}, j) \to (W, J) \) representing a given equivalence class in \( \mathcal{M}^e \); if \( \varphi : (\hat{\Sigma}, j) \to (\hat{\Sigma}, j) \) is a biholomorphic map and \( u' = u \circ \varphi \), one can use the pullback \( \varphi^* \) to construct a Teichmüller slice \( T' \) through \( j' \) so that the operators \( \mathcal{D}_u (j, u') \) and \( \mathcal{D}_u (j, u) \) are conjugate. The next lemma shows also that the surjectivity of \( \mathcal{D}_u (j, u) \)—and in fact the codimension of its image—does not depend on the choice of Teichmüller slice.

---

"\[
L^2(\mathcal{H}om_c (T \Sigma, u^*TW)) \text{ with nondegenerate asymptotics, so by } [\text{??}]:
\]
\[
\text{ind} (\mathbf{D}_u) = n_x (\Sigma) + 2c_1 (u^*TW) + \mu (u^*TW, \Lambda)
+ \sum_{x \in T \Sigma} \rho_{\mathcal{E}_x} (\mathbf{B}_x) - \sum_{x \in \Sigma} \rho_{\mathcal{E}_x} (\mathbf{B}_x) - \delta
= n_x (\Sigma) + 2c_1 (u^*TW) + \mu (u^*TW, \Lambda)
+ \sum_{x \in T \Sigma} \rho_{\mathcal{E}_x} (\mathbf{A}_x + \delta) - \sum_{x \in \Sigma} \rho_{\mathcal{E}_x} (\mathbf{A}_x - \delta) - \# \Gamma,
\]
where in the last line we’ve used the splitting \( \mathbf{B}_x = C \oplus \mathbf{A}_x \) and [??]. Now using [??], we have
\[
\sum_{x \in T \Sigma} \rho_{\mathcal{E}_x} (\mathbf{A}_x + \delta) - \sum_{x \in \Sigma} \rho_{\mathcal{E}_x} (\mathbf{A}_x - \delta) - \# \Gamma
+ 2 \# \Gamma + \sum_{x \in \Sigma} \text{dim ker} (\mathbf{A}_x)
\]
\[
= \sum_{x \in T \Sigma} \rho_{\mathcal{E}_x} (\mathbf{A}_x - \delta) + \sum_{x \in \Sigma} \rho_{\mathcal{E}_x} (\mathbf{A}_x + \delta)
- \sum_{x \in T \Sigma} \rho_{\mathcal{E}_x} (\mathbf{A}_x + \delta) - \sum_{x \in \Sigma} \rho_{\mathcal{E}_x} (\mathbf{A}_x - \delta) + \# \Gamma
\]
\[
= \sum_{x \in T \Sigma} \rho_{\mathcal{E}_x} (\mathbf{A}_x + \mathbf{c}_x) - \sum_{x \in \Sigma} \rho_{\mathcal{E}_x} (\mathbf{A}_x - \mathbf{c}_x) + \# \Gamma,
\]
and the result follows.

For the following lemma, recall that \( \mathbf{D}_u : \Gamma (T\Sigma) \to \Gamma (\mathcal{E}_{\hat{\Sigma}, \hat{\Sigma}}) \) denotes the natural linear Cauchy-Riemann operator on \( \Gamma (T\Sigma) \) determined by the holomorphic structure of \( T\Sigma \); it is the linearization at the identity of the operator \( \mathcal{D}: j \mapsto T_j + j \circ T_j \circ j \) acting on maps \( \varphi : \Sigma \to \Sigma \). We use the bundle map \( du : T\Sigma \to u^*TW \) to define linear maps
\[
\Gamma (T\Sigma) \xrightarrow{\mathbf{D}_u} \Gamma (u^*TW),
\]
\[
\Gamma (\mathcal{E}_{\hat{\Sigma}, \hat{\Sigma}}) \xrightarrow{\mathbf{D}_u} \Gamma (\mathcal{E}_{\hat{\Sigma}, \hat{\Sigma}}) \big|_{(u^*TW, J)}.
\]

**Lemma 3.8.** For any smooth vector field \( v \in \Gamma (T\Sigma) \),
\[
\mathbf{D}_u (du (v)) = \mathbf{D}_u (\mathbf{D}^e_v (v)).
\]

**Proof.** Choose any open subset \( U \subset \hat{\Sigma} \) with compact support. On this neighborhood, the flow \( \varphi^\tau \) of \( v \) is well defined for \( \tau \) sufficiently close to 0, and by definition, if \( z \in U \) and \( Y \in T_z \Sigma \),
\[
\mathbf{D}^e_v (Y) = \nabla_v [\hat{\varphi} (J (u \circ \varphi^{-1} (Y)))] \big|_{u = 0},
\]
Lemma 3.11. For \((\Sigma, j, \Gamma, u) \in \mathcal{M}^e\) and any two Teichmüller slices \(T\) and \(T'\) through \(j\), denote by \(L : T_j T \subseteq T \rightarrow E_{(j, u)}\) and \(L' : T_{j'} T \subseteq T \rightarrow E_{(j, u)}\) the corresponding linearizations of \(\tilde{T}_j\) at \((j, u)\). Then \(\im(L) = \im(L')\).

Proof. Using the inclusion \(T_j T \subseteq L^p(\mathbb{R}^d)\), extend \(E\) to \(L^p(\mathbb{R}^d)\) by \(E_{(j, u)}\), and denote the corresponding linearizations of \(\tilde{T}_j\) at \((j, u)\). Then \(\im(L) = \im(L')\).

For any \(y \in L^p(\mathbb{R}^d)\), we have \(\im(L) = \im(L')\).

Then by Lemma 3.10, this implies \(\im(L) = \im(L')\).

Now using the same argument for \(T'\), we have \(\im(L) = \im(L')\).

Since \(D_u\) is Fredholm and \(T\) is finite dimensional, \(\tilde{D}_j(j, u)\) is also Fredholm. Recalling (6.11) and the definition of \(\text{ind}(u; c) = \dim M^e \in \mathbb{Z}\), we have

\[
\text{ind}(\tilde{D}_j(j, u)) = \dim \mathcal{T} + \dim(D_u) + \dim\text{Aut}(\tilde{\Sigma}, j).
\]

For completeness, we now prove that the regularity gives \(M^e\) the structure of a smooth orbifold of dimension \(\text{ind}(u; c)\) near \(u\).

Proof of Theorem 3.9. Assume \((j, u) \in \tilde{\Sigma}^J(0)\) is regular and let \(G = \text{Aut}(\tilde{\Sigma}, j)\). By Lemma 3.11, the regularity condition is independent of the choice of Teichmüller slice, so if \(\tilde{T}\) is stable, then using Lemma 3.11, we can pick a slice \(T\) through \(j_0\) that is invariant under the natural \(G\)-action. Similarly, if \(\tilde{T}\) is \(A\) or \(\mathbb{P}^e\), then without loss of generality, we can compose with a diffeomorphism such that \(j_0\) belongs to one of the special Teichmüller slices \(T_j\) or \(T_{j'}\) constructed in (6.11), which also admit a natural \(G\)-action, and choose this for \(T\). There is now a \(G\)-action on \(\mathcal{T} \times B\) defined by

\[
\varphi \cdot (j, u) = (\varphi^* j, \varphi \circ u).
\]

This clearly preserves \(\tilde{T}_j^J(0)\), and the stabilizer of any \((j, u) \in \tilde{T}_j^J(0)\) is the finite subgroup \(\varphi \in \text{Aut}(\tilde{\Sigma}, j)\) if \(j' = j, \varphi = u \in \mathcal{A} \subset \text{Aut}(u)\). Since \(\tilde{D}_j(j, u)\) is surjective, Remark 3.10 implies that the same is true for all \((j, u)\) in the \(G\)-orbit of \((j_0, u_0)\), from which, by the imbedding function theorem, a neighborhood \(U \subset \tilde{T}_j^J(0)\) of this orbit admits a natural smooth manifold structure, with dimension \(\text{ind}(u_0; c) + \dim\text{Aut}(\tilde{\Sigma}, j_0)\). Starting from a small neighborhood of \((j_0, u_0) \in \tilde{T}_j^J(0)\) and extending this under the \(G\)-action, we may assume the \(\tilde{T}\) to be \(G\)-invariant. The quotient \(\mathcal{T}/G\) then inherits the structure of a smooth orbifold of dimension \(\text{ind}(u_0; c)\), with isometry group \(\text{Aut}(u_0)\) at \((j_0, u_0)\) and a natural isomorphism

\[
\tilde{T}_{(j_0, u_0)}(U/G) = \ker D_j(j_0, u_0) / \text{Aut}(\tilde{\Sigma}, j_0).
\]

One can adapt the argument in [3.10] to show that shears constructed in this way are always smoothly compatible.

To complete the proof, we show that \(U/G\) is homeomorphic to a neighborhood of \((\Sigma, u, \Gamma, u)\) in \(\mathcal{M}\). Clearly \(U\) contains a representative of every \(J\)-holomorphic curve near \((j, u, u_0)\), so the point is to show that any two such curves \((j, u)\) and \((j, u')\) that are equivalent in \(M^e\) are related by the \(G\)-action.

Suppose first that \(\Sigma\) is non-extendable and is not \(A\) or \(\mathbb{P}^e\); then \(\tilde{T}\) contains only \(j_0\) and \((j, u, u_0)\) if and only if \(u = u_0\varphi\) for some \(\varphi \in \text{Aut}(\tilde{\Sigma}, j)\), so we can use Cor. 3.11 to replace \(\tilde{T}\) with \(\text{Aut}(\tilde{\Sigma}, j)\), so \(\tilde{T}\) is again true.

Consider now the stable cases and \(\mathbb{P}^e\), for which \(\mathcal{M}(\Sigma)\) is non-trivial. For these, the groups \(\text{Aut}(\tilde{\Sigma}, j) = \text{Diff}(\tilde{\Sigma}, \Gamma)\) for every \(j \in \tilde{T}\) are identified with \(\text{Aut}(\tilde{\Sigma}, j)\); this is a non-trivial statement only for \(\mathbb{P}^e\), where our explicit construction of \(\tilde{T} = \tilde{T}_J\) identifies every \(\text{Aut}(\tilde{\Sigma}, j)\) with \(\mathbb{P}^e\), acting by translations. Meanwhile, for each \(j \in \tilde{T}\) there is a finite subgroup \(G_j \subset \text{Aut}(\tilde{\Sigma}, j)\) (\(G_j = \text{Aut}(\tilde{\Sigma}, j)\) in the stable case) naturally isomorphic to the stabilizer of \([j] \in \tilde{T}\) under the \(M(\Sigma)\)-action, such that \(\text{Aut}(\tilde{\Sigma}, j)\) in the semidirect product of \(G_j\) with \(\text{Aut}(\tilde{\Sigma}, j)\). Now if \(j, j' \neq \varphi, \varphi' \in G_J\) represent distinct curves, then \(j, j' \neq \varphi, \varphi'\) are two elements of \(U\) that represent equivalent curves, so \(j = \varphi j' j, j' = u \circ \varphi\) for some \(\varphi \in \text{Diff}(\tilde{\Sigma}, \Gamma)\), we need to show that \(\psi \in G_J\). In terms of the \(M(\Sigma)\)-action on \(\tilde{T}\), \([j] \neq [j']\) implies that if \(j, j'\) are both sufficiently close to \(j_0\), then \(\psi\) belongs to the stabilizer of \([j]\); i.e. \([\psi]\) \([j]\) \([j]\) \([j]\). There is a unique \(\psi \in G_J\) such that \([\varphi]\) \(\psi\) \(\psi\) \(\psi\) \([j]\) \([j]\). As \(\psi\) is a product of two maps in \(\text{Aut}(\tilde{\Sigma}, j_0)\).

3.3. The generalized normal bundle. For the remainder of this section, we shall consider a fixed non-extendable holomorphic curve \((j, u) \in \tilde{T}_j^J(0)\) \(\tilde{T} \times B\) and examine the operator \(D_j(j, u) = G_j + D_u\) more closely. When we refer to \(\Sigma\) or \(\tilde{T}\) as a Riemann surface, we will always mean with respect to the \(G\)-action.

As was observed in [3.10], the operator \(D_u\) defines a natural holomorphic reduction of the bundle \(u^* T \Sigma \to \Sigma\); indeed, the complex linear part of
\(D_u\) is also a Cauchy-Riemann type operator, so there is a unique holomorphic structure whose local holomorphic sections vanish under this operator. This induces a holomorphic structure on \(\text{Hom}_{\mathbb{C}}(T^* \Sigma, u^* T W)\), and one can then show \((\tilde{\omega}, \tilde{\omega}_u)\) that
\[
du \in \Gamma(\text{Hom}_{\mathbb{C}}(T^* \Sigma, u^* T W))
\]
is a holomorphic section. Thus if \(z_0\) is an interior critical point of \(u\), we can choose a holomorphic trivialization of \(\text{Hom}_{\mathbb{C}}(T^* \Sigma, u^* T W)\) near \(z_0\) and express \(\du\) as a \(C^1\)-valued function of the form
\[
(3.13)\]

\[
(z - z_0)^k \tilde{F}(z)
\]
for some \(k \in \mathbb{N}\) and \(C^1\)-valued holomorphic function \(\tilde{F}\) with \(\tilde{F}(z_0) \neq 0\). In this case we define the order of the critical point by
\[
\text{ord}(\du, z_0) = k.
\]
A similar definition is possible for \(z_0 \in \text{Crit}(u) \cap \partial \Sigma\) since \(\du\) satisfies the totally real boundary condition \(\du(\partial \Sigma) \subset \mathcal{L}\), where
\[
\mathcal{L} = \{A \in \text{Hom}_{\mathbb{C}}(T^* \Sigma, u^* T W) \mid A(T \partial \Sigma) \subset \Lambda\}.
\]
Indeed, one can then choose a trivialization near \(z_0\) such that \(\du\) satisfies the Schwarz reflection principle, and define \(\text{ord}(\du, z_0)\) again via \(\ref{eq:ord}\) after reflection. Define the \(C^1\)-valued algebraic count of critical points by
\[
(3.14)\]

\[
Z(\du) = \sum_{z \in \text{Crit}(u) \cap \partial \Sigma} \text{ord}(\du, z) + \frac{1}{7} \sum_{z \in \text{Crit}(u) \cap \partial \Sigma} \text{ord}(\du, z).
\]

The expression \(\ref{eq:Z}\) has a second important purpose: the complex subspace of \(T_{\Sigma(z)} W\) spanned by the trivialization by \(F(z) \in \mathbb{C}^n \setminus \{0\}\) allows us to define a smooth rank 1 subbundle
\[
T_u \subset u^* T W
\]
such that for any \(z \in \Sigma \setminus \text{Crit}(u), (T_u)_z = \text{im}\du(z)\). We will call this the generalized tangent bundle to \(u\).

**Lemma 3.12.** The intersection \((T_u)_z \cap \Lambda_z\) is 1-dimensional for all \(z \in \partial \Sigma\).

**Proof.** It cannot be 2-dimensional since \((T_u)_z\) is a complex subspace and \(\Lambda_z\) is totally real. Moreover it is clearly at least 1-dimensional whenever \(\du(z) \neq 0\), as then \(T_u(Y) \in (T_u)_z L = \Lambda_z\) for any \(Y \in T \partial \Sigma\). Since critical points are isolated and the condition \(\text{dim}(T_u)_z \cap \Lambda_z = 0\) is open, the result follows. \(\square\)

By the lemma, we can define a totally real subbundle
\[
\mathcal{E}^\perp = \Lambda \cap T_u |_{\Sigma} \subset T_u |_{\Sigma},
\]
and by construction \(\du\) now defines a section of the complex line bundle
\[
\text{Hom}_{\mathbb{C}}(T^* \Sigma, T_u) \to \Sigma
\]
with totally real boundary condition \(\du(\partial \Sigma) \subset \mathcal{E}^\perp\), where
\[
\mathcal{E}^\perp = \{A \in \text{Hom}_{\mathbb{C}}(T^* \Sigma, T_u) \mid A(T \partial \Sigma) \subset \mathcal{E}\}.
\]
As defined in the appendix, the algebraic count of zeroes for this section is precisely \(Z(\du)\).

Observe that both \(T^* \Sigma\) and \(T_u\) admit natural extensions over the compactified surface \(\Sigma\); we define this extension for \(T_u\) via its natural identification with \(T^* \Sigma\) under \(u\) since \(u\) is immersed near infinity. There is also a natural trivialization \(\tau\) of \(T^* \Sigma\) at infinity defined by the cylindrical coordinates \((s,t) \in Z_u\), and we can define \(\tau\) also over \(\partial \Sigma\) such that the Maslov index \(\mu(\tau, T(\partial \Sigma))\) vanishes. Then
\[
\tau(\Sigma) = \chi(\Sigma).
\]
Now choose any trivialization \(\Phi\) of \(T_u\) over \(\partial \Sigma\) and define it at infinity to be the same as \(\tau\). The combination of \(\tau\) and \(\Phi\) induces a trivialization of \(\text{Hom}_{\mathbb{C}}(T^* \Sigma, T_u)\) over \(\partial \Sigma\) and at infinity, which we will also denote by \(\Phi\). Then we can apply Prop. \(\ref{prop:maslov}\) and note that the winding terms are zero by construction, and obtain
\[
(3.15)\]

\[
Z(\du) = c^\Phi(\text{Hom}_{\mathbb{C}}(T^* \Sigma, T_u)) + \frac{1}{7} c^\Phi(\text{Hom}_{\mathbb{C}}(T^* \Sigma, T_u), \mathcal{E}^\perp).
\]

To break this down further, note that the natural bundle isomorphism \(T^* \Sigma \otimes \text{Hom}_{\mathbb{C}}(T^* \Sigma, T_u) \to T_u : x \mapsto A \to A\) sends \(T(T \partial \Sigma) \otimes \mathcal{E}^\perp\) to \(\mathcal{E}^\perp\), thus
\[
c^\Phi(T_u) = c^\Phi(T^* \Sigma) + c^\Phi(\text{Hom}_{\mathbb{C}}(T^* \Sigma, T_u)) = \chi(\Sigma) + c^\Phi(\text{Hom}_{\mathbb{C}}(T^* \Sigma, T_u)),
\]
and
\[
\mu(\mu^\Phi(T_u, \mathcal{E}^\perp)) = \mu^\Phi(\text{Hom}_{\mathbb{C}}(T^* \Sigma, T_u), \mathcal{E}^\perp) = \mu^\Phi(\text{Hom}_{\mathbb{C}}(T^* \Sigma, T_u), \mathcal{E}^\perp)\]
so \(\ref{eq:Z}\) implies
\[
(3.16)\]

\[
\tau(\Sigma) = \chi(\Sigma) - \frac{1}{7} \mu(\mu^\Phi(T_u, \mathcal{E}^\perp)) + Z(\du).
\]

We next choose a generalized normal bundle \(N_u \to \Sigma\), which we define to be any rank \(n - 1\) subbundle of \(u^* T W\) such that
\[
u^\perp = T_u \oplus N_u
\]
and the following conditions are satisfied:

1. On the cylindrical neighborhoods \(U_k\) for \(z \in \Gamma^+\), \(N_u\) matches the hyperplane distributions \(\xi_k\), and thus extends to infinity as \(N_{\infty,k} = \xi_{\infty,k}\).
2. For \(z \in \partial \Sigma\), there is always a real \((n - 1)\)-dimensional intersection \(\xi_{\infty,k} := (N_{\infty,k}) \cap \Lambda_k\), thus defining a totally real subbundle
\[
\rho^N \subset N_{\infty,k}\]
such that \(\rho^N \oplus \xi_{\infty,k} = \Lambda_k\).
3.4. Splitting the linearization. The splitting $u^*TW = T_u \oplus N_u$ defines projection maps $\pi_T \in \Gamma(\text{Hom}_c(u^*TW, T_u))$ and $\pi_{T_u} \in \Gamma(\text{Hom}_c(u^*TW, N_u))$, both of which are smooth and satisfy exponential decay conditions due to the asymptotic behavior of $u$. It follows that these define bounded linear projection operators

$$W_{\lambda^T}^A(u^*TW) \oplus V_T \oplus X_T \xrightarrow{\varphi} W_{\lambda^T}^B(T_u) \oplus V_T,$$

$$W_{\lambda^T}^A(u^*TW) \oplus V_T \oplus X_T \xrightarrow{\varphi} W_{\lambda^T}^B(N_u) \oplus X_T,$$

where $V_T \subset \Gamma(T_u)$ is the isomorphic image of $V_T \subset \Gamma(T_u)$ under the map $du : \Gamma(T_u) \to \Gamma(T_u)$ : $v \mapsto Tu \circ v$, and without loss of generality $X_T \subset \Gamma(N_u)$. There is thus a Banach space splitting

$$W_{\lambda^T}^A(u^*TW) \oplus V_T \oplus X_T \xrightarrow{\varphi} \left( W_{\lambda^T}^B(T_u) \oplus V_T \right) \oplus \left( W_{\lambda^T}^B(N_u) \oplus X_T \right),$$

and a similar splitting

$$L^p(A(T_u^*T_u, u^*TW)) = L^p(A(T_u^*T_u, T_u)) \oplus L^p(A(T_u^*T_u, N_u)), $$

so that with respect to this splitting, the operator

$$D_u : W_{\lambda^T}^A(u^*TW) \oplus V_T \oplus X_T \to L^p(A(T_u^*T_u, u^*TW))$$

can be written in matrix form as

$$D_u = \begin{pmatrix} D_u^T & D_u^{\overline{T}} & D_u^N \end{pmatrix}. $$

It is trivial to show that

$$D_u^T : W_{\lambda^T}^A(T_u) \oplus V_T \to L^p(A(T_u^*T_u, T_u))$$

and

$$D_u^N : W_{\lambda^T}^A(N_u) \oplus X_T \to L^p(A(T_u^*T_u, N_u))$$

each satisfy the appropriate Leibniz rule for a Cauchy-Riemann type operator. The former is asymptotic at each puncture $z \in \Gamma$ to the degenerate asymptotic operator $-J_\delta \partial J_\delta$ on a trivial complex line bundle; removing the exponential weight as in \cite{E} this operator becomes $-J_\delta \partial J_\delta - \delta$, giving Conley-Zehnder index $\pm 1$ with respect to the natural trivialization $\tau$.

Thus the restriction of $D_u^\tau$ to $W_{\lambda^T}^A(T_u)$ has index

$$\chi(\hat{\Sigma}) + 2c(T_u) + \mu^c(T_u, \tau^c),$$

and adding the dimension of $V_T$ we find

$$\text{ind}(D_u^\tau) = \chi(\hat{\Sigma}) + 2c(T_u) + \mu^c(T_u, \tau^c) + \#\Gamma$$

(3.17)

$$= \chi(\hat{\Sigma}) + \#\Gamma + 2 \dim(du),$$

$$\text{dim Aut}(\hat{\Sigma}, J) - \dim \mathcal{T}(\hat{\Sigma}) + 2 \dim(du),$$

where the second line follows from \cite{WW}. We call $D_u^\tau$ the normal Cauchy-Riemann operator at $u$. It is also Fredholm; from the asymptotic identification of $N_u$ with $\xi_u$ along orbits, we see that $D_u^\tau$ is asymptotic to $A_u$ at each puncture $z \in \Gamma$. We can use $\text{Ind}(\hat{\Sigma}, J)$ to relate its index to $\text{Ind}(\hat{\Sigma}, J)$. Since $D_u^\tau$ is asymptotic to $A_u$, we can write

$$\text{ind}(D_u^\tau) = \chi(\hat{\Sigma}) + 2c(T_u) + \mu^c(T_u, \tau^c) + \#\Gamma$$

(3.17)

$$= \chi(\hat{\Sigma}) + \#\Gamma + 2 \dim(du),$$

$$\text{dim Aut}(\hat{\Sigma}, J) - \dim \mathcal{T}(\hat{\Sigma}) + 2 \dim(du),$$

where the second line follows from \cite{WW}. We call $D_u^\tau$ the normal Cauchy-Riemann operator at $u$. It is also Fredholm; from the asymptotic identification of $N_u$ with $\xi_u$ along orbits, we see that $D_u^\tau$ is asymptotic to $A_u$ at each puncture $z \in \Gamma$. We can use $\text{Ind}(\hat{\Sigma}, J)$ to relate its index to $\text{Ind}(\hat{\Sigma}, J)$. Since $D_u^\tau$ is asymptotic to $A_u$, we can write

$$\text{ind}(D_u^\tau) = \chi(\hat{\Sigma}) + 2c(T_u) + \mu^c(T_u, \tau^c) + \#\Gamma$$

(3.17)

$$= \chi(\hat{\Sigma}) + \#\Gamma + 2 \dim(du),$$

$$\text{dim Aut}(\hat{\Sigma}, J) - \dim \mathcal{T}(\hat{\Sigma}) + 2 \dim(du),$$

where the second line follows from \cite{WW}.
$k = \text{ord}(dh; z_0)$. Now for any function $d : \text{Crit}(u) \rightarrow \mathbb{Z}$, define the Banach space

$$W^{k, \alpha \beta d}(T \Sigma)$$

to consist of sections $v$ that are of class $W^{k, \beta}$ on $\Sigma \setminus \text{Crit}(u)$, class $W^{k, \alpha \beta}$ near infinity, and such that near each $z_0 \in \text{Crit}(u)$, using the coordinates and trivialization chosen above, the map

$$z^{\beta}(m)_v(z)$$
is of class $W^{k, \alpha \beta}$. Note that $v(z_0)$ may or may not be well defined: if $d(z_0) > 0$ then $v$ is allowed to blow up at $z_0$, e.g., it could be meromorphic with a pole of order $\leq d(z_0)$. A suitable Banach space norm can be defined using weighting functions supported near $\text{Crit}(u)$, and the subspace $W^{k, \alpha \beta d}(T \Sigma)$ is defined by adding the usual boundary condition; similarly we can define such spaces on the bundles $T_u \oplus \text{End}_c(T \Sigma)$ and $\text{Hom}_c(T \Sigma, T_u)$. These are naturally isomorphic to our original Banach spaces if $d(z) = 0$ for all $z \in \text{Crit}(u)$.

The usefulness of this notion lies in the fact that if we choose $d(z) := \text{ord}(dh; z)$, then the correspondence $v \mapsto T_u v$ defines Banach space isomorphisms

$$W^{k+\alpha \beta, \alpha_0 \beta_0 d}(T \Sigma) \cong W^{k, \alpha \beta d}(T_u),$$

$$L^p_{\alpha_0 \beta_0}(\text{End}_c(T \Sigma)) \cong L^p(\text{Hom}_c(T \Sigma, T_u)).$$

We will stick with this choice of $d$ henceforth.

Using the fact that $z^\beta$ is holomorphic on the punctured disk for any $k \in \mathbb{Z}$, it's easy to show that the natural linear Cauchy-Riemann operator on $\Gamma(T \Sigma)$ defines a bounded linear map

$$D_{x_0} : W^{k+1, \alpha_0 \beta_0}(T \Sigma) \oplus V^p \rightarrow L^{\beta_0 \alpha_0}(\text{End}_c(T \Sigma)).$$

The next result then follows from Lemma 3.3 by a density argument.

Lemma 3.14. For any $v \in W^{k+\alpha \beta, \alpha_0 \beta_0}(T \Sigma) \oplus V^p$, $D_{x_0} (dv(v)) = dv(D_{x_0} v)$.

Lemma 3.15. The operator

$$L_d : T_j T \oplus \left( W^{k+\alpha \beta, \alpha_0 \beta_0}(T \Sigma) \oplus V^p \right) \rightarrow L^{\beta_0 \alpha_0}(\text{End}_c(T \Sigma))$$

is surjective and has kernel of dimension

$$\dim \ker(L_d) = 2Z(du) + \dim \text{Aut}(\mathcal{S}, j).$$

Proof. We claim first that the result doesn't depend on the choice of Teichmüller slice $T$. Indeed, in light of the splitting $L^p(\text{End}_c(T \Sigma)) = \text{im}(D^p) \oplus T_j T$ and the natural inclusion of this space in $L^{\beta_0 \alpha_0}(\text{End}_c(T \Sigma))$, an argument analogous to that in the proof of Lemma 3.11 shows that $L_d$ has the same image as its natural extension to $L^{\beta_0 \alpha_0}(\text{End}_c(T \Sigma)) \oplus \left( W^{k+\alpha \beta, \alpha_0 \beta_0}(T \Sigma) \oplus V^p \right)$. We are thus free to change $T$; in particular, we shall use Lemma 3.4 to assume in the following that all $y \in T_j T$ vanish on some fixed neighborhood of $\text{Crit}(u) \cup \text{Crit}(v)$.

The subscript $d$ is meant to distinguish $L_d$ and $D^p_{x_0}$ from the operators that appeared in Lemma 3.3: we'll continue to denote the latter simply by $L$.

$$L : T_j T \oplus \left( W^{k+\alpha \beta, \alpha_0 \beta_0}(T \Sigma) \oplus V^p \right) \rightarrow L^{\beta_0 \alpha_0}(\text{End}_c(T \Sigma)),$$
with $D^p$ denoting the restriction to $W^{k+\alpha \beta, \alpha_0 \beta_0}(T \Sigma) \oplus V^p$. The latter has index

$$\text{ind}(D^p) = \dim \text{Aut}(\mathcal{S}, j) - \dim T,$$
whereas Lemma 3.11 implies that $L_d$ is conjugate to $D^p$, hence

$$\text{ind}(L_d) = \text{ind}(D^p) = \dim \text{Aut}(\mathcal{S}, j) - \dim T + 2Z(du) = \text{ind}(D^p) + 2Z(du)$$
and

$$\text{ind}(L_d) = \text{ind}(L) + 2Z(du) = 2Z(du) + \dim \text{Aut}(\mathcal{S}, j).$$

The result will follow if we can show that $\dim \ker(L_d) \leq \text{ind}(L) + 2Z(du)$.

To this end, define a $2Z(du)$-dimensional subspace $P \subset W^{k+\alpha \beta, \alpha_0 \beta_0}(T \Sigma)$ as follows: $P$ shall consist of smooth sections on $\Sigma \setminus \text{Crit}(u)$, supported near $\text{Crit}(u)$, which in our chosen holomorphic trivializations near any given $z_0 \in \text{Crit}(u)$ take the form

$$(3.19) \quad c_0 + c_1 z + \cdots + c_{d(z_0)} z^{d(z_0)}$$
for $c_i \in \mathbb{C}$ if $z_0 \in \text{int} \mathcal{S}$, or $c_i \in \mathbb{R}$ if $z_0 \in \partial \mathcal{S}$. Since every section in $P$ is holomorphic near $\text{Crit}(u)$, there is an obvious extension of $L$,

$$L' : T_j T \oplus \left( W^{k+\alpha \beta, \alpha_0 \beta_0}(T \Sigma) \oplus V^p \right) \rightarrow L^{\beta_0 \alpha_0}(\text{End}_c(T \Sigma)),$$
which has $\text{ind}(L') = \text{ind}(L) + \dim P = \text{ind}(L) + 2Z(du) = \text{ind}(L_d)$. Now since $L$ is surjective by Lemma 3.11 so is $L'$, and thus $\dim \ker(L') = \text{ind}(L) + 2Z(du)$.

To finish, we claim that $\ker(L_d) \subset \ker(L')$. Indeed, suppose $y \in T_j T$ and $v \in W^{k+\alpha \beta, \alpha_0 \beta_0}(T \Sigma) \oplus V^p$ such that

$$D^p v = -y \circ g.$$

Then by our assumption on $T$, $y$ vanishes near $\text{Crit}(u)$ and $v$ is therefore a holomorphic section in this neighborhood, except possibly at points of $\text{Crit}(u)$. Near $z_0 \in \text{Crit}(u)$, the principal part of $v$ in our holomorphic trivialization must have the form of (3.19): in particular there cannot be an essential singularity or pole of order higher than $d(z_0)$ since $z^{d(z_0)} v(z)$ is of class $W^{k, \alpha \beta}$. There is thus a unique section in $P$ that equals the
principal part near $\text{Ch}(u)$, and subtracting this off we obtain a section in $W_{1;\partial^{0}}(\Sigma) \otimes V_F$, showing that $v$ belongs to the domain of $L'$.

Proof of Theorem 3. Any $v \in T_{j}B$ can be decomposed uniquely as $v = du(\gamma_{j}) + v_{N}$ where $v_{N} \in W_{1;\partial^{0}}(\Sigma) \otimes \tilde{T}_{F}$ and $v_{N} \in W_{1;\partial^{0}}(\Sigma) \otimes T_{F}$. Then for $y \in T_{j}F$, Lemma 3.2 implies

\[ D\delta_{L}(j, u) \ | y, v \rangle = J \circ T \; o \; y \; o \; J \; o \; du(D_{L}(v_{j})) + D_{\nabla}^{v_{N}}(u_{j}) + D_{\nabla}^{v_{N}}(u_{j}) \]

The first term in $G_{y}(j, u) + D\delta_{L}(j, u) + D\delta_{L}(j, u)$, and by Lemma 3.2 this maps onto $L^{1; \partial}(\Sigma, \Sigma)$, where $\delta_{L}(j, u) + D\delta_{L}(j, u) = \Sigma_{\chi}(j, u)$, the theorem says that $D\delta_{L}(j, u)$ is a surjective operator of index $12Z(\tilde{H}) + \dim \text{Aut}(\Sigma, j)$. One can apply this to understand the moduli space $M(\Sigma, \Sigma')$ of asymptotically cylindrical holomorphic maps

\[ \varphi: (\Sigma, j) \rightarrow (\Sigma', j') \]

between two punctured Riemann surfaces $\Sigma \setminus \Gamma$ and $\Sigma' \setminus \Gamma'$, up to equivalence by automorphisms on the domain. Such maps are equivalent to holomorphic maps $(\Sigma, j) \rightarrow (\Sigma', j')$ that send $\Gamma$ to $\Gamma'$. Combining Theorem 3.2 and Theorem 3.1 we see that for any $\varphi \in M(\Sigma, \Sigma')$, the connected component $M_{\varphi}(\Sigma, \Sigma')$ containing $\varphi$ is a smooth orbifold with

\[ \dim M_{\varphi}(\Sigma, \Sigma') = 12Z(\varphi) \]

where of course the right hand side can be computed from the Riemann-Hurwitz formula. This fact is classical, but it will be used in the proof of Theorem 3.2 to view it in our particular analytical setup.

Before restricting to the four-dimensional case, we mention one more simple application of Theorem 3. It gives namely an upper bound on the algebraic number of critical points in terms of the dimension of the kernel. For somewhere injective curves in the generic case this is simply the index, and we obtain:

Corollary 3.17. For generic $J$, all somewhere injective curves $u \in M$ satisfy

\[ 2Z(\tilde{H}) \leq \text{ind}(u; c) \]

So for instance, if $\tilde{H} = 0$ then somewhere injective curves of index 0 or 1 are necessarily immersed for generic $J$. This is a simple version of the folk theorem that generically, spaces of curves with at least a certain number of critical points have positive codimension.

3.5. The transversality criterion in dimension four. We will now show that Theorem 3 implies Theorem 4 in the case dim $W = 4$. The key is the fact that $N_{u} \rightarrow \Sigma$ is now a complex line bundle, so $D_{u}$ will be subject to the constraints of Prop. 3.1.

Recall from [24] the definition of the normal first Chern number $c_{N_{u}}(u; c)$. An easy exercise combining the index formula with the relations between winding numbers and Conley-Zehnder indices yields the following alternative definition, reminiscent of [24]:

\[ c_{N_{u}}(u; c) = c_{0}^{\text{c}}(u; T\mathcal{W}) - \chi(\Sigma) + \frac{1}{T} c_{0}^{\text{c}}(u; T\mathcal{W}, L) + \sum_{x \in \mathcal{F}^{T}} \alpha^{x}(x_{0} - c_{0}) - \sum_{x \in \mathcal{F}^{T}} \alpha^{x}(x_{0} - c_{0}) \]

Proposition 3.18. If $u \in M^e$ is not constant, then

\[ c_{1}(N_{u}, \ell^{\text{c}}, A_{\ell} \pm c_{0}) = c_{N_{u}}(u; c) = c_{N_{u}}(u; c) - Z(\tilde{H}) \]

Proof. Choosing appropriate trivializations $\Phi$, the relation follows by a simple calculation using the definitions 3.8 and

\[ c_{1}(N_{u}, \ell^{\text{c}}, A_{\ell} \pm c_{0}) = c_{0}^{\text{c}}(N_{u}, \ell^{\text{c}}) \]

and plugging in 3.10.

To finish the proof of Theorem 4 we relate $D_{\text{u}}^{N}$ to a similar operator on a larger weighted domain for $z \in \mathcal{F}$, regard the numbers $c_{0} = \pm \delta$ now as exponential weights and, recalling the notion for weighted Sobolev spaces from [24], extend $D_{\text{u}}^{N}$ to a new operator

\[ D_{\text{u}}^{N}: H^{1; \partial}_{w}(\mathcal{W}, N_{u}) \rightarrow L^{1; \partial}_{w}(\mathcal{W}, N_{u}) \]

The extended operator is compatible to an operator on non-weighted spaces asymptotic to $A_{\ell} = c_{0}$, so 3.2 gives $\text{ind}(D_{\text{u}}^{N}) = \text{ind}(D_{\text{u}}^{N})$. Moreover Prop. 3.2 together with Prop. 3.18 above implies for $D_{\text{u}}^{N}$ precisely the transversality criterion and kernel bound that we would desire for $D_{\text{u}}^{N}$.

The result then follows because the domain of $D_{\text{u}}^{N}$ contains that of $D_{\text{u}}^{N}$, hence $\ker D_{\text{u}}^{N} \subseteq \ker D_{\text{u}}^{N}$.

4. Application to spaces of embedded curves

As an application of the transversality theory, we shall in this section state and prove a stronger version of Theorem 4. For preparation we review in [42] some basic facts from the intersection theory of asymptotically cylindrical holomorphic curves in four dimensions. This theory has been
developed by R. Sieffert for curves with fixed asymptotic orbits, and is generalized to the Morse-Bott case in [131]. We expand on this in [132] by proving some useful formulas involving the intersection theory for multiple covers of orbits and holomorphic curves. The proof of Theorem 2 then appears in [133].

For the remainder of this paper we consider only pseudoholomorphic curves without boundary.

**Notation.** In the following, we will often abbreviate the notation by printing summations with ± signs in their index sets, e.g.

\[ \sum_{z_1, z_2} F_z(z_1, z_2). \]

The intended meaning is then literally

\[ \sum_{|z|, z_2} F_z(z_1, z_2) + \sum_{|z|, z_2} F_z(z_1, z_2). \]

Several variations on this scheme will appear.

### 4.1 Intersection theory for punctured holomorphic curves

This section will consist only of definitions and statements; we refer to [Sieffert, Wendl] for all proofs.

Throughout the following, \((W, J)\) is a 4-dimensional almost complex manifold with cylindrical ends \((M_\alpha, \mathcal{H}_\alpha)\), whose sector fields \(X_\alpha\) are Morse-Bott. Suppose \(u : \Sigma \to W\) and \(u' : \Sigma' \to W\) are asymptotically cylindrical holomorphic curves belonging to moduli spaces \(\mathcal{M}_\alpha\) and \(\mathcal{M}_{\alpha'}\) respectively for some choices \(c, c'\) of asymptotic constraints. One of the goals of the intersection theory is to define an integer \(i(u; c, u'; c')\) that is invariant as \(u\) and \(u'\) move continuously through \(\mathcal{M}_\alpha\) and \(\mathcal{M}_{\alpha'}\) respectively, and can be interpreted as an algebraic intersection count for the two curves. One can show (see [Sieffert, Wendl]) that if \(u\) and \(u'\) are geometrically distinct, meaning they do not both cover the same somewhere injective curve, then their intersections occur only within some compact subset, so the algebraic intersection count \(\iota\) is indeed finite and nonnegative. It is not however homotopy invariant in general, as intersections can run out to infinity under homotopies. There is nonetheless a well defined notion of an asymptotic intersection number

\[ \iota_{\infty}(u; c, u'; c') \in \mathbb{Z}, \]

which is also nonnegative, such that the sum

\[ \iota(u; c, u'; c') := u \cdot u' + \iota_{\infty}(u; c, u'; c') \]

depends only on the respective connected components \(\mathcal{M}_\alpha\) and \(\mathcal{M}_{\alpha'}\). With some additional effort and (as yet unpublished) analysis, one can show that \(\iota_{\infty}(u; c, u'; c') = 0\) for generic somewhere injective curves and generic \(J\): more precisely, the spaces of curves for which \(\iota_{\infty}(u; c, u'; c') > 0\) have positive codimension, and so \(u \cdot u'\) attains the maximal possible value \(\iota(u; c, u'; c')\) generically.

It is useful to phrase the definition of \(i(u; c, u'; c')\) in terms of the relative intersection number \(u \bullet u'\), where \(\Phi\) is an arbitrary choice of trivialization for \(\mathcal{E}_\alpha\) along the asymptotic orbits of \(u\) and \(u'\). One computes \(u \bullet u'\) by counting the intersections of \(u'\) with a small perturbation of \(u\) that isoffsets in the \(\Phi\)-direction at infinity; the resulting integer is homotopy invariant and depends on \(\Phi\) up to homotopy. Then as shown in [Sieffert, Wendl] for each pair of orbits \(\gamma, \gamma'\) and numbers \(\epsilon, \epsilon' \in \mathbb{R}\), there are integers \(\Omega^\Phi_{\epsilon, \epsilon'}(\gamma, \epsilon, \gamma', \epsilon')\) such that

\[ i(u; c, u'; c') = u \bullet u' - \sum_{|z| \in \mathcal{E}^\Phi} \Omega^\Phi_{\epsilon, \epsilon'}(\gamma, \epsilon, \gamma', \epsilon'). \]

with the dependence on \(\Phi\) canceling out on the right hand side. The actual definitions of \(\Omega^\Phi_{\epsilon, \epsilon'}(\gamma, \epsilon, \gamma', \epsilon')\) are as follows. We set \(\Omega^\Phi_{\epsilon, \epsilon'}(\gamma, \epsilon, \gamma', \epsilon') = 0\) if \(\gamma\) and \(\gamma'\) are geometrically distinct, and for any simply covered orbit \(\gamma\) and \(\gamma'\) denote the corresponding cochains of \(\gamma\), let

\[ \Omega^\Phi_{\epsilon, \epsilon'}(\gamma, \epsilon, \gamma', \epsilon') = mn \cdot \min \left\{ \frac{\pi \cdot \alpha_{\gamma, \epsilon}}{n}, \frac{\pi \cdot \alpha_{\gamma, \epsilon'}}{n} \right\}. \]

We'll use the abbreviated notation \(\Omega^\Phi_{\epsilon, \epsilon'}(\gamma, \gamma')\) when \(\epsilon = \epsilon' = 0\). Observe that the right hand side of \(\Omega^\Phi_{\epsilon, \epsilon'}(\gamma, \gamma')\) makes sense even when \(u\) and \(u'\) are not geometrically distinct; in particular, we can use it to define \(i(u; c, u'; c')\), which is the appropriate generalization of a "self-intersection number" for punctured holomorphic curves.

If \(u\) and \(u'\) are geometrically distinct, then the asymptotic contribution \(\iota_{\infty}(u; c, u'; c')\) can be defined directly, thus giving a more conceptually revealing definition of \(i(u; c, u'; c')\) via \(\Omega^\Phi_{\epsilon, \epsilon'}(\gamma, \gamma')\). Indeed, any pair of punctures for \(u\) and \(u'\) that have the same sign and indistinct orbits offers a potential for intersections to be "hidden at infinity". For two such punctures \(z \in \mathbb{C}^\Phi\) and \(z' \in \mathbb{C}^\Phi\), denote by

\[ i_{\infty}(u, u') := \Omega^\Phi_{\epsilon, \epsilon'}(u, u') \]

the relative asymptotic intersection: this is computed by restricting both curves to suitably small cylindrical neighborhoods of the respective punctures and counting any intersections that appear near infinity after perturbing \(u\) and \(u'\) in the \(\Phi\)-direction. It turns out that whenever both curves are \(J\)-holomorphic, \(i_{\infty}(u, u')\) is a priori bounded from below by \(\Omega^\Phi_{\epsilon, \epsilon'}(\gamma, \gamma')\); thus the integer

\[ i_{\infty}(u, u') := i_{\infty}(u, u') - \Omega^\Phi_{\epsilon, \epsilon'}(\gamma, \gamma') \]

is nonnegative and independent of \(\Phi\). Intuitively, it counts the potential intersections of these two ends that can "emerge from infinity" under
homotopies of \( u \) and \( u' \) that fix their asymptotic orbits. Additional intersections may appear if either orbit is unconstrained and allowed to move in a Morse-Bott family; the number of those is also nonnegative and turns out to depend only on the orbits and their constraints. Thus for any orbits \( \gamma, \gamma' \) and numbers \( c, c' \in \mathbb{R} \), define

\[
\tilde{i}^\text{int}(\gamma + c, \gamma' + c') = \Omega^\text{int}_{\mathcal{H}}(\gamma, \gamma') - \Omega^\text{int}_{\mathcal{H}}(\gamma + c, \gamma' + c').
\]

We will interpret \( \tilde{i}^\text{int}(\gamma + c, \gamma' + c') \) as the number of “extra” hidden intersections not counted by \( i_{\text{int}}(u, u') \) that can emerge as these two ends move generically according to their respective constraints, potentially shifting the asymptotic orbits. The total asymptotic intersection number is then

\[
(4.4) \quad i_{\text{int}}(u; c | u'; c') := \sum_{(u', z) \in \mathcal{F} \times \mathcal{F}^*} \left[ i_{\text{int}}(u, u') + \tilde{i}^\text{int}(\gamma + c, \gamma' + c') \right].
\]

Each individual term in this sum is nonnegative, and can be expected to vanish under generic perturbations of \( u \) and \( u' \) as “potential” intersections become real.

If \( u : \Sigma \to W \) is somewhere injective, we recall from \([MW03]\) that \( u \) admits a local description near any critical point allowing one to define a nonnegative singularity index \( \delta(u) \); it gives an algebraic count of self-intersections \( u(z) = u(z') \) for \( z \neq z' \) after making local perturbations so that \( u \) becomes immersed. As shown in \([Sko83]\), this still makes sense in the punctured case because \( u \) is necessarily embedded outside of some compact subset, then \( \delta(u) \geq 0 \), with equality if and only if \( u \) is embedded. It is however possible for self-intersections to escape to infinity under homotopies, thus \( \delta(u) \) is not homotopy invariant, but as with the intersection number, one can add a nonnegative asymptotic singularity index \( \delta_{\text{as}}(u; c) \) so that the sum

\[
(4.5) \quad \text{sing}(u; c) := \delta(u) + \delta_{\text{as}}(u; c)
\]

depends only on the connected component \( M^u_c \), and equals \( \delta(u) \) generically but not always. The condition \( \text{sing}(u; c) = 0 \) is then necessary and sufficient so that all somewhere injective curves in \( M^u_c \) should be embedded for generic \( J \); note that one still may have \( u \) embedded if \( \text{sing}(u; c) > 0 \), but then generic curves close to \( u \) will not be. The asymptotic contribution is a sum of the form

\[
(4.6) \quad 2\delta_{\text{as}}(u; c) = \sum_{x \not\in \mathcal{F}} \left[ i_{\text{int}}(u, u) + 2\tilde{i}^\text{int}(\gamma + c, \gamma + c) \right] + \sum_{x \in \mathcal{F}} [2\delta_{\text{as}}(u_x) + 2\tilde{i}^\text{int}(\gamma + c)]
\]

in which every term is nonnegative if \( u \) is \( J \)-holomorphic. We interpret \( \delta_{\text{as}}(u_x) \) as the number of self-intersections near the puncture \( x \) that may emerge from infinity under generic homotopies fixing the orbit \( \gamma_x \); this can happen if \( \gamma_x \) is multiply covered, as distinct branches of the cylinder approaching \( \gamma_x \) run into each other under perturbation. Define

\[
2\delta_{\text{as}}(u_x) = \partial v_x(u_x) - \partial v_x(\gamma_x),
\]

where \( \Omega^\text{int}_{\mathcal{H}}(\gamma_x) \in \mathbb{Z} \) is the “self-intersection analogue” of \( \Omega^\text{int}(\gamma_x) \), giving a different theoretical minimum for \( \Omega^\text{int}_{\mathcal{H}}(u_x) \) since the two ends are identical. To write it down explicitly for the \( k \)-fold cover of a simple orbit \( \gamma_x \), choose any nontrivial eigenfunction \( e_\phi \) of \( A_\phi \) whose winding about \( \gamma_x \) equals \( \alpha(\gamma_x) \), and note that its covering number \( \text{cov}(e_\phi) \in \mathbb{N} \) depends on \( k \) and \( \alpha(\gamma_x) \) but not on the choice \( e_\phi \) (cf. Lemma \([19]\)). Thus we denote

\[
\text{cov}_k(e_\phi) := \text{cov}(e_\phi),
\]

and then define

\[
(4.7) \quad \Omega^\text{int}_{\mathcal{H}}(\gamma_x) = \pi(k-1)\alpha(\gamma_x) + \text{cov}_k(\gamma_x) - 1.
\]

Similarly, \( \delta_{\text{as}}(\gamma_x \pm c_\phi) \) counts further self-intersections that may emerge if \( \gamma_x \) is allowed to move in a Morse-Bott family. This doesn’t happen if every orbit in the family has the same minimal period, but if \( \gamma_x \) converges to an orbit with smaller minimal period (and thus higher covering number), the existence of additional branches can hide extra intersections at infinity. The following characterization of Morse-Bott manifolds will be useful.

**Proposition 4.1.** If \( M \) is a 3-manifold with a Morse-Bott vector field \( X \), then every Morse-Bott submanifold \( P \subset M \) can be described as follows. There exists a number \( r > 0 \) such that all but a discrete set of orbits in \( P \) have minimal period \( r \); we shall call these generic orbits. The other orbits will be called exceptional: any such orbit with period \( r \) is an \( m \)-fold cover of a simply covered orbit \( \gamma_x \) for some \( m \geq 2 \) (called the isotropy), and \( \gamma_x \) is nondegenerate for all \( k \in \{1, \ldots, m-1\} \). The isotropy of an exceptional orbit is always \( 2 \) if \( \dim P = 2 \).

Now, define \( \delta_{\text{as}}(\gamma_x \pm c) = 0 \) if \( \delta > 0 \); recall this case is associated with a constraint that fixes \( \gamma_x \), thus there can be no “extra” self-intersections appearing due to Morse-Bott considerations. The definition is as follows if \( \delta < 0 \); given an orbit \( \gamma_x \), set \( \gamma_x = \gamma \) if it’s nondegenerate, otherwise let \( \gamma \) denote any nearby generic orbit in the same Morse-Bott family as \( \gamma_x \). If \( \gamma_x \) is simply covered, \( k \in \mathbb{N} \), and \( \gamma_x \) has isotropy \( m \in \mathbb{N} \), then set

\[
(4.8) \quad 2\delta_{\text{as}}(\gamma_x \pm c) = h(m-1)v_x(\gamma) + \text{cov}_k(\gamma) - \text{cov}_k(\gamma_x),
\]

where \( v_x(\gamma) \in \{0, 1\} \) is defined in \([20]\). Observe that the two covering terms refer to homomorphic eigenfunctions \( e \) of \( A_\phi \) and \( e_\phi \), so if \( e_\phi \) is an \( m \)-fold cover then \( e \) is as well, hence \( \text{cov}_k(\gamma) = \text{cov}_k(\gamma_x) \). The inequality may sometimes be strict, because \( e_\phi \) is attached to a \( km \)-covered orbit,
while the orbit of \( c \) is only \( k \)-covered. In any case, clearly \( \varphi_k \) is an \( \mathbb{R} \)-cover of \( \gamma \). In general, and it vanishes whenever \( \gamma \) is a generic orbit.

For the curve \( \gamma \in M^k \), choose for each \( z \in \gamma \) a generic perturbation \( \gamma'_z \) of the orbit \( \gamma \), setting \( \gamma'_z = \gamma \) if \( \gamma \) is nondegenerate or \( z \in \gamma \). Then
\[
\forall_{\gamma'_z} \sum_{z \in \gamma} \varphi_k \left( \gamma'_z \right) = 1 - \nu_\gamma(z),
\]
and
\[
\forall_{\gamma'_z} \sum_{z \in \gamma} \varphi_k \left( \gamma'_z \right) = 1 - \nu_\gamma(z),
\]
with \( \forall_{\gamma'_z} \) denoting the covering number of \( \gamma'_z \).

Theorem (Adjunction formula). For any somewhere injective curve \( \gamma \in M^k \),

\[
i \left( u ; c \right) = \sum_{z \in \gamma} \varphi_k \left( \gamma'_z \right) + \nu_\gamma(z),
\]
and
\[
i \left( u ; c \right) = \sum_{z \in \gamma} \varphi_k \left( \gamma'_z \right) + \nu_\gamma(z),
\]
by \( \forall_{\gamma'_z} \) and \( \forall_{\gamma'_z} \).

4.2. Some covering relations. It will be useful to have formulas relating the intersection invariants of holomorphic curves and their multiple covers. Suppose for this is to have corresponding covering formulas for periodic orbits, so to start with, assume \( M \) is a 3-manifold with stable Hamiltonian structure \( \mathcal{H} = (X, \xi, \omega, J) \). Given an orbit \( \gamma \), we shall denote the corresponding asymptotic operator by \( A_\gamma \), and the \( k \)-fold cover of \( \gamma \) by \( \gamma^k \). Then if \( A_{\gamma^k} = \lambda \), the eigenfunction has a \( k \)-fold cover \( e^k \) such that \( A_{\gamma^k} e^k = k \lambda e^k \). In general, we say that an eigenfunction \( f \) of \( A_{\gamma^k} \) is a \( k \)-fold cover if there exists an eigenfunction \( e \) of \( A_\gamma \) such that \( f = \lambda^k e \).

In the following, whenever a trivialization \( \Phi \) along an orbit \( \gamma \) appears, we will use the same notation \( \Phi \) to denote the resulting induced trivializations along all covers of \( \gamma \).

Lemma 4.2 ([Khoa, Lemma 3.5]). Suppose \( \Phi \) is a trivialization along \( \gamma \). Then a nonnegative eigenfunction \( e \) of \( A_{\gamma^k} \) is a \( k \)-fold cover if and only if \( \text{wind}^k(e) \in \mathbb{Z} \).

Lemma 4.3. Suppose \( \gamma \) is a periodic orbit of \( X \) and \( e \in \mathbb{R} \). If \( A_{\gamma^k} + \lambda \) is nondegenerate and \( p_\gamma + \lambda = 0 \), then \( A_{\gamma^k} + \lambda \) is nondegenerate and \( p_\gamma + \lambda = 0 \) for all \( k \in \mathbb{N} \).

Proof. If \( p_\gamma + \lambda = 0 \), then \( A_{\gamma^k} + \lambda \) contains a pair of neighboring eigenvalues with opposite signs and eigenfunctions of the same winding number. The \( k \)-fold covers of these are eigenfunctions of \( A_{\gamma^k} + \lambda \) with the same properties, thus \( A_{\gamma^k} + \lambda \) is nondegenerate and has even parity.

Remark 4.4. If \( e \in \mathbb{R} \) is sufficiently close but not equal to zero, then we may always assume that for all \( k \in \mathbb{N} \) up to some arbitrarily large (but finite) bound, \( A_{\gamma^k} + \lambda \) is nondegenerate and \( \text{wind}^k(e) = \text{wind}^k(e) \). We can thus replace \( e \) with \( \epsilon \) in the statement above whenever \( \epsilon \) is assumed close to zero, and the same applies to several statements below.

Corollary 4.5. For any exceptional orbit in a Morse-Bott family, the underlying simple orbit and all of its nondegenerate covers are odd.

Proposition 4.6. For any periodic orbit \( \gamma \) of \( X \), if \( k \in \mathbb{N} \) and \( e \in \mathbb{R} \), there exist integers \( \varphi_k(\gamma + e) \in \{0, \ldots, k-1\} \) such that
\[
\varphi_k(\gamma + e) = \begin{cases}
0 & \text{if } \text{wind}^k(e) = 0, \\
1 & \text{if } \text{wind}^k(e) = 1.
\end{cases}
\]

Proof. The integer \( \varphi_k(\gamma + e) \) is defined after observing that all dependence on \( \Phi \) in the right hand side cancels, so it remains only to show that this number is between 0 and \( k - 1 \). Consider first the case \( e = 0 \) and choose a trivialization \( \Phi_0 \) along \( \gamma \) such that \( \alpha_{\Phi_0}(\gamma) = 0 \). Then there exists an eigenvalue \( e_{\gamma^k} \) of \( A_{\gamma^k} \), with negative eigenvalue and \( \text{wind}^k(e_{\gamma^k}) = 0 \), and another eigenvalue \( e_{\gamma^k} \) with nonnegative eigenvalue and \( \text{wind}^k(e_{\gamma^k}) = 1 \); moreover there are no eigenvalues with eigenvalue strictly between that of \( e_{\gamma^k} \) and 0. Moving to the \( k \)-fold cover, we obtain eigenfunctions \( e_{\gamma^k} \) and \( e_{\gamma^k} \) of \( A_{\gamma^k} \) with
\[
\text{wind}^k(e_{\gamma^k}) = 0 \quad \text{eigenvalue } < 0,
\]
and
\[
\text{wind}^k(e_{\gamma^k}) = k \quad \text{eigenvalue } > 0,
\]
and there is no \( k \)-fold covered eigenvalue with eigenvalue strictly between that of \( e_{\gamma^k} \) and 0. Then by Lemma 4.2 this range of the spectrum of \( A_{\gamma^k} \) contains no eigenvalues with winding \( k \). Since the winding depends monotonically on the eigenvalue, this implies \( \text{wind}^k(e_{\gamma^k}) \in \{0, \ldots, k-1\} \).

An analogous argument gives the corresponding result for \( e_{\gamma^k} \). Finally if \( e \neq 0 \), the arguments above give the same relation between the eigenvalues of \( A_{\gamma^k} + \lambda \) and \( A_{\gamma^k} + \lambda \).

In preparation for the next lemma, for any orbit \( \gamma \), numbers \( m, n, k \in \mathbb{N} \) and \( e, \delta, \epsilon \in \mathbb{R} \), define the nonnegative integers
\[
\varphi_k(\gamma + \delta, \gamma + e) = \max \left\{ \varphi_k(\gamma + \delta, \gamma + e), 0 \right\}.
\]

Lemma 4.7. For any orbit \( \gamma \), numbers \( m, n, k \in \mathbb{N} \) and \( e, \delta, \epsilon \in \mathbb{R} \),
\[
\varphi_k(\gamma + \delta, \gamma + e) = k \cdot \text{wind}^k(\gamma + \delta, \gamma + e).
\]

Then a simple computation using the definitions of \( \Omega^k_\gamma(\gamma + e) \) and \( \varphi_k(\gamma + e) \) implies:

Lemma 4.8. For any simply covered orbit \( \gamma \), numbers \( m, n, k \in \mathbb{N} \) and \( e, \delta, \epsilon \in \mathbb{R} \),
\[
\varphi_k(\gamma + \delta, \gamma + e) = k \cdot \text{wind}^k(\gamma + \delta, \gamma + e).
\]

Returning now to the context of a 4-manifold \( W \) with Morse-Bott cylindrical ends \( (M_+, H_+) \), let us fix the following notation: \( u \in M^e \) is a holomorphic curve with domain \( (\Sigma, [\Gamma, j], (\Sigma, j) \) and \( (\Sigma, j) \) is a closed Riemann surfaces, and \( \varphi : (\Sigma, j) \to (\Sigma, j) \) is a holomorphic branched cover.
of degree \( \deg(\varphi) \in \mathbb{N} \). This restricts to a branched cover of punctured surfaces

\[
\varphi : \tilde{\Sigma} \setminus \Gamma \to \Sigma \setminus \Gamma,
\]

where \( \Gamma := \varphi^{-1}(\Gamma) \), and there is a resulting holomorphic curve \( u \circ \varphi : \tilde{\Sigma} \setminus \Gamma \to \tilde{W} \). Its asymptotic orbits are related to those of \( u \) by

\[
\gamma_s = \gamma_s(\varphi)
\]

at each \( z \in \tilde{\Gamma} \), where \( k := \deg(d_{\varphi,z}) + 1 \), so that \( \varphi \) is \( k \)-to-1 near \( z \). The constraints \( C \) on \( \Gamma \) can then be pulled back to constraints \( \varphi^*C \) on \( \tilde{\Gamma} \) like so: for any \( \zeta \in \tilde{\Sigma} \setminus \tilde{\Gamma} \) constrained to the orbit \( \gamma_s \), define \( \varphi^*C \) by fixing the orbit \( \gamma_s(\varphi) \) at each \( z \in \gamma_s^{-1}(\zeta) \). Then \( u \circ \varphi \in \mathcal{M}^{c,e} \).

Proposition 4.8. For \( u \in \mathcal{M}^c \) and the cover \( u \circ \varphi \in \mathcal{M}^{c,e} \) defined above,

\[ c_N(u \circ \varphi; \varphi^e) = \deg(\varphi) \cdot c_N(u; c) + Z(d_{\varphi}) + Q, \]

where \( Q \) is a nonnegative integer. Specifically,

\[ Q = \sum_{z \in \tilde{\Gamma}} q_z(\gamma_{s}(\varphi) + c_{s}(\varphi); k_s). \]

\[ P \text{roof.} \]

Denote \( \tilde{u} := u \circ \varphi \), \( \tilde{c} := \varphi^*c \) and observe that for each \( \zeta \in \tilde{\Sigma} \setminus \tilde{\Gamma} \),

\[ \sum_{\zeta \in \gamma_s^{-1}(\zeta)} k_s = \deg(\varphi) \]

one can apply the Riemann-Hurwitz formula and obtain

\[ Z(d_{\varphi}) = -\chi(\tilde{\Sigma} \setminus \tilde{\Gamma}) + k \chi(\tilde{\Sigma} \setminus \tilde{\Gamma}). \]

Then using (19) and Remark 4.3:

\[ c_N(\tilde{u}; \tilde{c}) = \varphi^*c_N(u; c) + \sum_{\zeta \in \gamma_s^{-1}(\zeta)} h_s(\gamma_{s}(\varphi) + c_{s}(\varphi)) \]

\[ = k \varphi^*c_N(u; c) + Z(d_{\varphi}) + \sum_{z \in \tilde{\Gamma}} q_z(\gamma_{s}(\varphi) + c_{s}(\varphi); k_s). \]

Proposition 4.9. For the cover \( u \circ \varphi \in \mathcal{M}^{c,e} \) as in Prop. 4.8 and any other curve \( v \in \mathcal{M}^c \),

\[ i(u \circ \varphi; \varphi^e v | v; c') \geq \deg(\varphi) \cdot i(u; c | v; c'). \]
4.3. Multiply covered limits are immersed. We shall now state and prove a parametrized version of Theorem 4.12.

**Definition 4.12.** We will say that \( u \in \mathcal{M}^* \) is a stable, nicely embedded curve (with respect to the constraints \( \mathbf{c} \)) if it is somewhere injective and satisfies the following relations:

1. \( i(u; \mathbf{c}) | u; \mathbf{c} \leq 0 \),
2. \( \text{ind}(u; \mathbf{c}) \geq 0 \),
3. \( \text{ind}(u; \mathbf{c}) > c_k(u; \mathbf{c}) \).

Before going further, let us consider the properties of such curves and the motivation for the definition. Observe first that the combination of \( \text{ind}(u; \mathbf{c}) \geq 0 \) and the relation

\[
2c_k(u; \mathbf{c}) = \text{ind}(u; \mathbf{c}) - 2 + 2g + \# \Gamma_0(\mathbf{c})
\]

(4.11)
gives the lower bound \( c_k(u; \mathbf{c}) \geq -1 \). Then the adjunction formula together with \( i(u; \mathbf{c}) | u; \mathbf{c} \leq 0 \) implies \( \text{sing}(u; \mathbf{c}) = 0 \), so every somewhere injective curve in \( \mathcal{M}^* \) is embedded. We can also deduce from the adjunction formula that \( c_k(u; \mathbf{c}) \leq 0 \), and then (4.11) implies \( \text{ind}(u; \mathbf{c}) \leq 2 \). The index 1 and 2 cases are of particular interest, since \( \# \Gamma_0(\mathbf{c}) \) and \( \text{ind}(u; \mathbf{c}) \) always have the same parity due to the index formula, it follows from (4.11) that curves of index 1 or 2 satisfying our conditions have \( c_k(u; \mathbf{c}) = 0 \) and thus \( i(u; \mathbf{c}) | u; \mathbf{c} = 0 \). The transversality criterion \( \text{ind}(u; \mathbf{c}) > c_k(u; \mathbf{c}) \) is clearly satisfied, and thus \( u \) lives in a 1 or 2-dimensional family of embedded curves that never intersect each other. These are precisely the curves that appear in \( J \)-holomorphic foliations of \( W \), or in the case where \( W \) is a symplectization \( \mathbb{R} \times M \) of the finite energy foliations of Hofer, Wysocki and Zehnder [HWZ]. Isolated curves with \( \text{ind}(u; \mathbf{c}) = 0 \) can also occur in such foliations (surrounded by families of larger index): we’ll show for instance that stable, nicely embedded index 0 curves appear as the underlying somewhere injective curves when families of larger index degenerate to multiple covers.

It will be useful to note that due to (4.11), all stable nicely embedded curves also have the following properties:

1. \( g = 0 \),
2. \( \# \Gamma_0(\mathbf{c}) = 1 \) if \( \text{ind}(u; \mathbf{c}) = 1 \), and otherwise \( \# \Gamma_0(\mathbf{c}) = 0 \).

In the cases \( \text{ind}(u; \mathbf{c}) = 1 \) or 2, we’ve observed that \( c_k(u; \mathbf{c}) = 0 \) and thus the adjunction formula also implies \( \text{cov}_{\gamma}(\gamma; T; \mathbf{c}) = \text{cov}_{\Gamma_0}(\gamma; \mathbf{c}) = 0 \). We will use this shortly to prove the following consequence for the unique even puncture \( z \in \Gamma_0(\mathbf{c}) \) in the index 1 case:

**Proposition 4.13.** If \( u \in \mathcal{M}^* \) is a stable, nicely embedded curve with \( \text{ind}(u; \mathbf{c}) = 1 \), then the unique even puncture \( z \in \Gamma_0(\mathbf{c}) \) satisfies one of the following:

1. \( \gamma \) is nondegenerate and even,
2. \( \gamma \) belongs to a 2-dimensional Morse-Bott manifold, and \( \text{cov}(\gamma) = 0 \) if and only if \( z \in \Gamma_0 \).

Moreover, \( \gamma \) is either simply covered, or is doubly covered such that the underlying simple orbit is nondegenerate and odd.

**Definition 4.14.** Adapting some terminology from Symplectic Field Theory, \( \text{BCHII} \), we will call \( z \in \Gamma^* \) a bad puncture if \( z \in \Gamma_0(\mathbf{c}) \) and \( \gamma = \gamma^* \) for some nondegenerate odd orbit \( \gamma^* \).

**Remark 4.15.** In this terminology, Prop. [18] says that the unique even puncture has an orbit of covering number 1 or 2, and is bad in the latter case. In SFT of course, ‘bad’ also means ‘to be ignored’: moduli spaces of curves with such punctures cannot be oriented, but they also need not be counted in constructing the algebra of the theory.

This is enough preparation to state the strong version of Theorem 4.12. In the following, we use expressions such as ‘for generic \( J \)’ or ‘\( J \) is generic’ to mean more precisely: ‘there exists a Baire subset \( J \subset \mathcal{J}(W; H_+; H_-) \) such that the following is true if \( J \in J \rangle \).’ Similarly, for generic homotopies...’ means that there exists a Baire subset in the space of smooth homotopies in \( \mathcal{J}(W; H_+; H_-) \) for which the statement is true.

**Theorem 4.4.** Assume \( \{ J_\tau \}_{\tau \in R} \) is a smooth 1-parameter family of almost complex structures in \( \mathcal{J}(W; H_+; H_-) \) such that either

1. the homotopy \( \tau \mapsto J_\tau \) is generic, or
2. \( J_\tau = J \) is independent of \( \tau \) and is generic.

**Suppose \( \tau_0 \to \tau_{\infty} \in [0, 1] \) and \( u_\tau : \Sigma \to W \) is a sequence of asymptotically cylindrical \( J_\tau \)-holomorphic curves, which are stable and nicely embedded with respect to some fixed asymptotic constraints \( \mathbf{c} \) and converge to a smooth \( J_{\infty} \)-holomorphic curve \( u : \Sigma \to W \).

Then:

- If \( \text{ind}(u; \mathbf{c}) = 0 \) or \( \text{ind}(u; \mathbf{c}) = 1 \), then \( u \) is a stable, nicely embedded curve.

- If \( \text{ind}(u; \mathbf{c}) = 1 \) and the unique even puncture \( z \in \Gamma_0(\mathbf{c}) \) is bad (with \( \gamma \) doubly covered), or \( \text{ind}(u; \mathbf{c}) = 2 \), then \( u \) is either a stable, nicely embedded curve or an unbranched multiple cover of a stable, nicely embedded index 0 curve.

In all cases, \( u \) is regular.

Note that since \( \text{sing}(u; \mathbf{c}) = 0 \) for all stable, nicely embedded curves, the Morse-Bott contribution \( \delta_{\text{Morse}}(\gamma) \) also vanishes at each puncture. Plugging in [18] leads immediately to the following consequence:

**Lemma 4.16.** For any stable, nicely embedded curve \( u \), if \( z \in \Gamma_0(\mathbf{c}) \) is an unconstrained puncture with a degenerate orbit \( \gamma \) which is exceptional in the sense of Prop. 1.7, then \( \text{cov}(\gamma) = 0 \) and \( \text{cov}_{\Gamma_0}(\gamma) = \text{cov}_{\Gamma_0}(\gamma_0) \).
Proof of Prop. 4.17. The first alternative follows easily from the formula
\[
p(\gamma \pm c_i) = \alpha_1(\gamma \pm c_i) - \alpha_2(\gamma \pm c_i)
\]
and the definition of \(v_{\gamma'}(\gamma)\). We have also \(\cos(v_{\gamma'}(\gamma)) = 1\) and \(\cos(v_{\gamma}(\gamma)) - 1 - v_{\gamma}(\gamma) = 0\), implying the same

If \(\gamma\) is nondegenerate, we claim now that it cannot be a multiple cover of
any even orbit \(\gamma'\). Otherwise there are eigenfunctions of \(A_{\gamma'}\) with
identical winding numbers and eigenvalues of opposite sign, so the cor-
responding covers give a pair of neighboring eigenfunctions in the spectrum
of \(A_{\gamma}\); their eigenvalues are therefore the largest negative and smallest
positive elements of \(\sigma(A_{\gamma})\), implying \(\cos(v_{\gamma}(\gamma)) > 1\), a contradiction. This
leaves two possibilities for the simply covered orbit underlying \(\gamma\): it is either even (and thus is \(\gamma\) itself) or is odd but hyperbolic, in which case
\(\gamma\) can only be its double cover.

In the Morse-Bott case, suppose first that \(v_{\gamma'}(\gamma) = 0\). Then any section
whose covering number is counted by \(v_{\gamma'}(\gamma)\) has the same winding and hence the same covering number as a section in \(\ker A_{\gamma}\), thus also the same
covering number as \(\gamma\) itself. We conclude that \(\gamma\) is simply covered, so
either \(\gamma\) as well or it is an exceptional orbit with isometry \(J\) as described in
Prop. 4.17. The same result follows if \(v_{\gamma'}(\gamma) = 1\) because \(\cos(v_{\gamma'}(\gamma)) - 1 - v_{\gamma}(\gamma) = 0\). \(\square\)

In the proof of Theorem 4.8 we will need the following small variation on
the usual implicit function theorem:

Lemma 4.17. Suppose \(f : X \to Y\) is a smooth Fredholm map between
Banach spaces with \(f(0) = 0\), and \(Q \subset X\) is a smooth finite dimensional
submanifold of \(X\) that contains \(0\), is contained in \(f^{-1}(0)\) and satisfies
\[
dim \ker df(0) = \dim Q.
\]
Then \(Q\) also contains a neighborhood of \(0\) in \(f^{-1}(0)\); in particular this
neighborhood is a smooth manifold of dimension \(\dim \ker df(0)\).

Proof. Let \(V = \text{im} df(0) \subset Y\) and choose a linear projection map \(\pi : Y \to V\)
along some closed complement. Then \(\pi \circ f : X \to V\) is also Fredholm and is regular at \(0\), so the implicit function theorem gives \((\pi \circ f)^{-1}(0)\) near \(0\) the structure of a smooth manifold of dimension \(\dim \ker df(0)\). Now
\[
Q \subset f^{-1}(0) \subset (\pi \circ f)^{-1}(0),
\]
where the spaces on the left and right are manifolds of the same dimension
containing \(0\); the result follows. \(\square\)

To every connected component of the moduli space \(M^\epsilon\), one can associate
the data \((\Sigma, \Gamma, P_\Gamma)\), where \(\Sigma \setminus \Gamma\) is the domain of any curve in the
component (well defined up to diffeomorphism) and \(P_\Gamma\) is the collection

of orbits and/or Morse-Bott submanifolds \(\{P_\Gamma\}\) that determine the as-
ymptotic behavior of such a curve. Let us introduce the notation
\[
M(\Sigma, \Gamma, P_\Gamma) \subset M^\epsilon
\]
to indicate the union of all connected components of \(M^\epsilon\) that have this
particular domain and asymptotic behavior.

Lemma 4.18. For any component \(M(\Sigma, \Gamma, P_\Gamma) \subset M^\epsilon\), there exists a
finite set \(C\) containing tuples \((\Sigma', \Gamma', P_{\Gamma'}\) such that the following is true:
if \(v = v \circ \varphi \in M(\Sigma, \Gamma, P_\Gamma)\) is a multiple cover and \(v\) is the underlying
somewhere injective curve, then there exists \((\Sigma', \Gamma', P_{\Gamma'}, \epsilon') \in C\) such
that \(v \in M(\Sigma', \Gamma', P_{\Gamma'}) \subset M^\epsilon\) and \(\epsilon' \leq \epsilon\) in the sense of Def. 4.16.

Proof. The Riemann-Hurwitz formula constrains the genus of \(\Sigma'\) to be less
than or equal to that of \(\Sigma\), allowing only finitely many different closed
surfaces. Having chosen \(\Sigma'\), the relation \(g(z) = h(z)\) for \(z \in \Gamma\) and
\(h(z) = \text{ord}(df(0) + 1)\) allows \(k\) to vary between 1 and \(\epsilon\), thus giving a finite
range of choices for each puncture. After making this choice, we can also
decide which punctures \(z, \epsilon' \in \Gamma\) might have the same image under \(\varphi'\); this is only
allowed when \(P_{\Gamma'}\) and \(P_{\Gamma}\) belong to the same Morse-Bott manifold, and
again presents a finite range of choices. The number of punctures \(\Gamma'\)
and their asymptotic limits \(P_{\Gamma'}\) are uniquely determined by this choice.
Finally, the constraints \(\epsilon'\) can be defined as follows: for any constrained \(z \in \Gamma\),
define \(\epsilon' = \varphi'(z)\) to be a constrained puncture, fixed at the unique orbit \(\gamma'\)
such that \(\gamma' = h(z)\). Any puncture \(\epsilon' \in \Gamma'\) not touched by this algorithm
will be considered unconstrained. By construction now, \(\epsilon' \leq \epsilon\).

Proof of Theorem 4.8. We will carry out the proof in several steps assuming
\(J_{

\Sigma, \Gamma, P_\Gamma}\) is a generic homotopy; the proof for a fixed generic \(J\) is the same
but slightly simpler in a few details.

If \(v\) is somewhere injective there's nothing to prove, so assume \(v = v \circ \varphi\)
for a somewhere injective curve \(v : \Sigma' \to W\) and a holomorphic branched
cover \(\varphi : \Sigma \to \Sigma'\) of degree \(k \geq 2\). By Lemma 4.18, the domain of \(v\) is one
out of a finite set of choices and satisfies constraints \(\epsilon'\) with \(\epsilon' \leq \epsilon\).
For each such choice, there exists a generic set of homotopies \(J_{\Sigma, \Gamma, P_\Gamma}\) such that we can assume \(\text{ind}(\epsilon; \varphi')\) \(-1\), and the intersection of all these generic sets
is also generic; hence the genericity assumption implies \(\text{ind}(\epsilon; \varphi') \geq -1\). By
Step 1, then, \(c_{\Sigma, \epsilon}(v; \varphi') \geq -1\).

Step 1: We show that \(c_{\Sigma, \epsilon}(v; \varphi') = -1\). Combining Prop. 4.18 and
Prop. 4.19 yields
\[
0 \geq c_{\Sigma}(v; \epsilon) - c_{\Sigma}(v; \epsilon') = \text{ker}(c_{\Sigma}(v; \epsilon)) + Z(dv) + Q,
\]
so the only other alternative is \(c_{\Sigma}(v; \epsilon') = 0\), in which case \(c_{\Sigma}(v; \epsilon') =
Z(dv) = Q = 0\). Then all critical points of \(\psi : \Sigma \to \Sigma'\) are at punctures
and the Riemann-Hurwitz formula gives \(k = 2 - \lambda(\Sigma, \Gamma, P_\Gamma)\) (counting
multiplicity) since both \(\Sigma\) and \(\Sigma'\) necessarily have genus zero. Denote
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\[ h_k = \operatorname{ord}(d(\varphi z); z) + 1 \in \mathbb{N} \] for each \( z \in \Gamma \). Now \( Q = 0 \) implies that for each \( z \in \Gamma \), if \( \lambda_k = \varphi(z) \),

\[ \alpha^c_k(z, \lambda_k \pm (\varphi^c)^{(1)} j_k) = \alpha^c_k(z, \lambda_k) \pm (\varphi^c)^{(1)} k \alpha^c_k(z, \lambda_k) \]

so depending on the constraints, we have either \( \alpha^c_k(\gamma_k) \in h_k \mathbb{Z} \) or \( \alpha^c_k(\gamma_k) \notin h_k \mathbb{Z} \), the latter only if \( \gamma_k \in \Gamma \), which implies \( z \in \Gamma \). In either case, Lemma 13.14 then implies that a certain eigenfunction \( \gamma_k \) of \( A_{\varphi z} \) is a \( h_k \)-fold cover. If it’s the first case, then \( \operatorname{cov}_{\mathrm{MG}}(\gamma_k) \geq h_k \), and this equals \( \operatorname{cov}_{\mathrm{MG}}(\gamma_k) \) by Lemma 13.14. In the second case, we have \( \operatorname{cov}_{\mathrm{MG}}(\gamma_k) \geq h_k \) and \( \gamma \in \ker A_{\varphi z} \). If \( \nu_\gamma(\gamma_k) = 0 \), then \( \operatorname{disp}(\gamma_k) = \alpha^c_k(\gamma_k) \in h_k \mathbb{Z} \), so Lemmas 13.2 \( \gamma \) and 13.14 again imply \( \operatorname{cov}_{\mathrm{MG}}(\gamma_k) = \operatorname{cov}_{\mathrm{MG}}(\gamma_k) \geq h_k \). Otherwise \( \nu_\gamma(\gamma_k) = 1 \), so Lemma 13.14 implies that \( \gamma_k \) is generic and thus \( \nu_\gamma(\gamma_k) \cdot \operatorname{cov}(\gamma_k) - 1 = k_\gamma(\gamma_k) = \operatorname{cov}(\gamma_k) - 1 \geq h_k - 1 \). Putting all of these cases together and summing over \( z \in \Gamma \), we find

\[ \operatorname{cov}_{\mathrm{MG}}(\gamma_k; c) + \operatorname{cov}_{\mathrm{MG}}(\gamma_k; c) \geq \sum_{k \in \mathbb{Z}} (k - 1) = 2k - 2 \geq 2. \]

Thus for large \( n \), if \( \smallint_{(u_n; c) | u_n; c} = 2 \) \( \sin(\theta_{u_n; c}) + c_n(\lambda_k; u_n; c) + \operatorname{cov}_{\mathrm{MG}}(\lambda_k; c) + \operatorname{cov}_{\mathrm{MG}}(\lambda_k; c) \geq 2 \), a contradiction.

In light of this result and 13.14, we have either \( \operatorname{ind}(\gamma_k; c) = 0 \) with all punctures odd or \( \operatorname{ind}(\gamma_k; c) = 1 \) with exactly one even puncture.

**Step 2:** Claim \( \operatorname{ind}(\gamma_k; c) = 0 \). If not, then \( \operatorname{ind}(\gamma_k; c) = 1 \) and \( \operatorname{ind}(\gamma_k; c) = 1 \), and since covers of even or odd covers are always even, \( \operatorname{ind}(\gamma_k; c) = 1 \), implying \( \operatorname{ind}(\gamma_k; c) = 1 \). In this case, \( \gamma_k \) also has exactly one even puncture \( z \in \Gamma_k(c) \), so \( \gamma_k = \gamma_k \) with \( \gamma_k = \gamma_k \in \Gamma_k(\gamma_k) \). There are now three cases to consider:

1. If \( \gamma_k \) is nondegenerate, then so is \( \gamma_k \) and its extremal eigenfunctions are the \( k \)-fold covers of those of \( \gamma_k \), giving \( \operatorname{cov}_{\mathrm{MG}}(\gamma_k) \geq k \).
2. If \( \gamma_k \) is Morse-Bott with \( \nu_\gamma(\gamma_k) = 0 \), then the extremal eigenfunction of a generic perturbation \( \gamma_k \) has the same winding and thus same covering number as a section in \( \ker A_{\varphi z} \), and the same is true for the \( k \)-fold cover. Moreover the Morse-Bott family containing \( \gamma_k \) is at least \( k \)-fold covered, which implies the same for sections in \( \ker A_{\varphi z} \). So again, \( \operatorname{cov}_{\mathrm{MG}}(\gamma_k) = \operatorname{cov}_{\mathrm{MG}}(\gamma_k) \geq k \).
3. If \( \nu_\gamma(\gamma_k) = 1 \), then Lemma 13.14 implies \( \gamma_k \) is generic, so we can take \( \gamma_k = \gamma_k \) without loss of generality and conclude \( \operatorname{cov}(\gamma_k) = 1 \). Then \( \operatorname{cov}(\gamma_k) = \operatorname{cov}(\gamma_k) \geq k \).

The conclusion from all of these cases is that \( \operatorname{cov}_{\mathrm{MG}}(\gamma_k; c) + \operatorname{cov}_{\mathrm{MG}}(\gamma_k; c) \geq k - 1 \geq 1 \), and since \( c_k(\lambda_k; c) = 0 \) for the index \( 1 \) case, a contradiction arises from the adjunction formula: \( \operatorname{ind}(\gamma_k; c) = 2 \sin(\theta_{u_n; c} + c_n(\lambda_k; u_n; c) + \operatorname{cov}_{\mathrm{MG}}(\gamma_k; c) + \operatorname{cov}_{\mathrm{MG}}(\gamma_k; c) \geq 1 \).

**Step 3:** Since \( 0 = \operatorname{ind}(\gamma_k; c) = c_k(\lambda_k; c) = 1 \), it now follows immediately from Proposition 13.14 that \( \nu_k \) is a stable, nicely embedded curve, as

\[ 0 \geq i(u; c | u; c') \geq i(u; c' \mid u; c') \geq h_k \cdot i(u; c' | u; c'). \]

**Step 4:** If \( \operatorname{ind}(u; c) = 1 \), then its unique even orbit cannot be covered since \( v \) is simply connected. Thus the even orbit must be a doubly covered orbit at a bad puncture.

**Step 5:** We claim \( v \) is covered and has \( \operatorname{ind}(u; c) = 0 \). Suppose not, i.e. that either \( \Sigma(du) \geq 0 \) or \( \operatorname{ind}(u; c) = 0 \). Then \( \operatorname{ind}(u; c) \leq 2Z(du) \), so Theorem 13.14 gives

\[ 2Z(du) \leq \dim \ker \left( D\tilde{\mathfrak{D}}_{\Phi u} (j, u) \right) \]

\[ \leq 2Z(du) + K(c_{(u; c)} - Z(du), \#\mathfrak{P}(c)) = 2Z(du) \]

since \( c_{(u; c)} - Z(du) < 0 \). Extending the usual bundle on \( T \times B \) to allow parametrized \( J \), we can now consider a nonlinear operator

\[ \tilde{\mathfrak{D}}: [0, 1] \times T \times B \to \mathcal{E} : (\tau, f, J, u) \mapsto \tilde{\mathfrak{D}}_{\tau}(f, J, u) \]

since \( \nu_k \) is embedded, every critical point of \( u \) arises as a branch point of \( \tilde{\mathfrak{D}}: [0, 1] \times T \times B \to \mathcal{E} : (\tau, f, J, u) \mapsto \tilde{\mathfrak{D}}_{\tau}(f, J, u) \)

in \( \nu \), satisfying the constraint \( \tilde{\mathfrak{D}}: [0, 1] \times T \times B \to \mathcal{E} : (\tau, f, J, u) \mapsto \tilde{\mathfrak{D}}_{\tau}(f, J, u) \)

by the remarks in Example 13.14. If \( \nu \) is a smooth manifold of dimension \( 2Z(du) + \dim \Aut(\Sigma_k, j) + 1 \), then for \( \tau \) close to \( \tau_0 \), we obtain from the implicit function theorem a smooth 1-parameter family of asymptotically cylindrical pseudo-holomorphic maps

\[ \nu_{\tau} : (\tilde{\mathcal{E}}, j_{\tau}) \to (W, J_{\tau}) \]

satisfying the constraints \( \gamma_k \), with \( u_{\tau} \). The holomorphic maps from \( \Sigma_k \) to \( (\tilde{\mathcal{E}}, j_{\tau}) \) can then be identified with the zero set of a section

\[ \tilde{\mathfrak{D}}_{\tau} : [0, 1] \times T \times B \to \mathcal{E} : (\tau, f, J, u) \mapsto T f + J \circ T f \circ f, \]

and by the remarks in Example 13.14, a neighborhood of \( \Phi \) in \( \tilde{\mathfrak{D}}_{\tau} \) is a smooth manifold of dimension \( 2Z(du) + \dim \Aut(\Sigma_k, j) + 1 \). Now for \( \tau \) close to \( \tau_0 \), we have \( \tau, f, \nu \) \in \tilde{\mathfrak{D}}_{\tau} \) as a smooth submanifold of dimension \( 2Z(du) + \dim \Aut(\Sigma_k, j) + 1 \) in \( \tilde{\mathfrak{D}}_{\tau} \). It follows that \( \tilde{\mathfrak{D}}_{\tau} \) is an equality, and Lemma 13.14 now implies that every element of \( \tilde{\mathfrak{D}}_{\tau} \) near \( \tau_0, J, u \) belongs to this submanifold; this is a contradiction, as it implies that for large \( n \), \( u_n \) must also be a multiple cover.

**Step 6:** Since we now know that \( u \) is immersed, it is immediate from Theorem 13.14 that \( u \) is regular.
Corollary 4.19. For generic $J$, if $u \in \mathcal{M}^e$ is a stable, nicely embedded $J$-holomorphic curve then $\mathcal{M}^e_u$ is a smooth orbifold of dimension $\text{ind}(u; c)$ with only isolated singularities. Moreover, the images of any two curves in $\mathcal{M}^e_u$ are either identical or disjoint, and they are all stable and nicely embedded except for a discrete set of unbranched multiple covers of embedded curves.

Proof. The statement about the images follows from positivity of intersections and the condition $i(u; c | u; c) \leq -\lambda$. The only remaining part not immediate from Theorem 3 is that the multiple covers are isolated; this is related to the fact that the orbifold singularities must be isolated for orientation reasons (see Remark 5 below), but doesn’t follow from it. So we claim that for any multiple cover $u = u \circ \varphi$ arising as a limit in the theorem, every other curve close to $u$ is somewhere injective. Here we can assume $\text{ind}(u; c) = 1$ or $2$, so $c_N(u; c) = \text{cov}_{\gamma}(\gamma; c) = \text{cov}_{\gamma}(\gamma; c) = 0$.

Now note that Theorem 5 and the implicit function theorem give a unique normal isomorphism $T_u \mathcal{M}^e = \text{ker} D^u \subseteq \Gamma(N_u)$ (but not multiples covered. Otherwise, using the natural identification $N_u = \varphi^* N_u$ there exists a non-zero $\eta \in \text{ker} D^u \subseteq \Gamma(N_u)$ such that $\eta = \eta \circ \varphi$. We know that $\eta$ is non-zero (also at infinity), since using (5), Prop. 5 and the usual identification of $D^u$ with an operator on weighted spaces,

$$Z(\eta) + Z_\infty(\eta) = c_1(N_u, \eta, \Phi; k) = c_N(u; c) = 0.$$  

This implies that the winding of $\eta$ near each puncture $\mathcal{Z}_p$ in $\text{ind}$ attains the extremal value $\alpha^e_N(\gamma \circ c_i)$. But this is impossible if $\eta = \eta \circ \varphi$: indeed, the fact that $\varphi : \mathcal{S} \to \mathcal{S}'$ is immersed and both surfaces have genus zero implies that there exists a puncture $z \in \Gamma$ at which $\varphi$ has nontrivial branch order $k := \text{ord}(d\varphi_z) > 1$, so the asymptotic winding $\text{wind}^e(\eta)$ of $\eta$ near $z$ satisfies

$$\pm \text{wind}^e(\eta) \leq \pm h_k \alpha_N^e(\gamma \circ c_i) \leq \alpha_N^e(\gamma \circ c_i) = q_N(\gamma \circ c_i) \leq q_N(\gamma \circ c_i) \leq 0.$$  

implying $q_N(\gamma \circ c_i) = 0$ and that $\alpha_N^e(\gamma \circ c_i) \in k \mathbb{Z}$. Repeating this argument that is by now familiar from the proof of Theorem 3 we find a contradiction in the form $\text{cov}_{\gamma}(\gamma; c) + \text{cov}_{\gamma}(\gamma; c) = 0$. □

Remark 4.20. It is shown in [Wend] that if $u : \mathcal{S} \to W$ is a stable nicely embedded index 2 curve, then the nearby curves in $\mathcal{M}^e_u$ foliate a neighborhood of $u(\Sigma)$ in $W$. Now suppose $u$ is a multiply covered index 2 curve that is a limit of stable nicely embedded curves. Then since $u$ is immersed and $T_u \mathcal{M}^e$ consists of zero-free sections of its normal bundle, the same argument shows that the nearby curves in $\mathcal{M}^e_u$ again foliate a neighborhood of $u(\Sigma)$. In this foliation, $u(\Sigma)$ is an exceptional leaf, being the embedded image of an isolated index 0 curve. An explicit example is constructed below.

Remark 4.21. The fact that singularities in a 1-dimensional orbifold are isolated is obvious, and in two dimensions it’s true if the orbifold is oriented, as an oriented orbifold can only have singularities of codimension at least two. By results in [BL01], $\mathcal{M}_u$ does admit an orientation if $u$ is a stable, nicely embedded curve of index 2, and the same is true for index 1 if and only if the unique even puncture is not a “bad” puncture. This excludes singularities in the index 1 case entirely unless the even puncture is bad, and indeed, we’ve shown that multiple covers don’t appear in this case. These remarks are not quite enough to prove Cor. 19, however, as in general there can be multiple covers with trivial automorphism groups, which therefore do not cause singularities.

Example 4.22. We now consider a concrete situation in which nicely embedded curves of index 2 are seen to converge to an isolated, unbranched multiple cover.

Identify $S^2$ with the extended complex plane and let $W = S^2 \setminus \{(0,0), \infty, (1,1)\}$, choosing the standard complex structure $J = i \eta \cdot \bar{\eta}$. This can be regarded as a manifold with three negative cylindrical ends asymptotic to the standard contact 3-sphere, whose Reeb orbits are the fibers of the Hopf fibration. The asymptotics are therefore Morse-Stallings: there is a 2-dimensional family of closed orbits at each end. Now for $\zeta \in \mathbb{C} \setminus \{0, -1, 1\}$, consider the 2-dimensional family of $J$-holomorphic four-punctured spheres

$$u_\zeta : S^2 \setminus \{0, 1, -1, \infty\} \to W : z \mapsto \left(\frac{z^2 + \zeta}{\zeta + 1}, z^2\right).$$  

These are all proper and embedded, with asymptotic behavior as follows:

- At $0$, $u_\zeta$ is asymptotic to a fixed doubly covered orbit in the end $(0,0)$.
- At $\infty$, $u_\zeta$ is asymptotic to a fixed doubly covered orbit in the end $(\infty, \infty)$.
- At 1 and $-1$, $u_\zeta$ is asymptotic to an arbitrary (not fixed) simply covered orbit in the end $(1,1)$.

One can use the setup we’ve described to show that the moduli space of embedded holomorphic curves satisfying precisely these asymptotic constraints and representing the same relative homology class is indeed a smooth 2-dimensional manifold: indeed, $\text{ind}(u; c) = 2$ and $i(u; c | u; c) = c_N(u; c) = \text{cov}_{\gamma}(\gamma; c) = \text{cov}_{\gamma}(\gamma; c) = 0$. Now as $\zeta \to 0$, the family converges to the curve $u_0(z) = (z^2, z^2) = u(z^2)$, an unbranched double cover of the embedded 3-punctured sphere

$$v : S^2 \setminus \{0, 1, \infty\} \to W : z \mapsto (z^2, z),$$
and with the appropriate asymptotic constraints \( c' \) one can indeed show that \( \text{im}(\nu; c') = 0 \) and \( \text{im}(\nu; c') \) is \( c' \) in the trivial group, so the moduli space remains a smooth manifold even with \( u_0 \) included. If we take the quotient of this space by forgetting the order of the punctures, it becomes a smooth orbifold in which \( u_0 \) has isotropy group \( G_2 \).

Remark 4.23. It’s also interesting to see what happens to the family \( u_\zeta \) as \( \zeta \to \pm 1 \) or \( \zeta \to \infty \); here it turns out that \( u_\zeta \) breaks into a J-holomorphic building (in the sense of the SFT compactness theorem and the building theory). At \( \zeta \to \infty \) in particular, the building includes a component that is an unbranched multiple cover of index \(-2\) over a nicely embedded index 0 curve. It is work in progress by the author to generalize Theorem 1 in light of SFT compactness and show that such a curve is quite general: indeed, that only unbranched multiple covers can arise in such limits, and that there exists a well-behaved gluing theory for buildings of this type.

**Appendix A. Counting boundary zeros**

In this appendix we define a \( \omega \)-valued count of zeros for sections of a complex line bundle with totally real boundary condition. Let \((E, J) \to S\) be a topological complex line bundle over a compact, connected and oriented surface with boundary. Partition the boundary into disjoint subspaces \( \partial S = \partial S \cup \partial S \), either of which may be empty. Now choose a totally real subbundle \( \ell \subset E|_{\partial S} \to \partial S \), and consider the space of all continuous sections \( \sigma : S \to E \) such that \( \sigma(\partial S) \subset \ell \) and \( \sigma \neq 0 \) on \( \partial S \). We will call such sections \emph{admissible}. Suppose \( \sigma \) is an admissible section with a discrete zero set \( \sigma^{-1}(0) \subset S \). If \( \sigma_0 \in \sigma^{-1}(0) \cap \text{int} \ S \), then it is standard to define the order of the zero \( \text{ord}(\sigma; \sigma_0) \) as the winding number of \( \sigma \) over a small loop around \( \sigma_0 \) computed in any local trivialization. The boundary condition makes it possible to extend this definition to isolated zeros on \( \partial S \) as well: for \( \sigma_0 \in Z(\sigma) \cap \partial S \), choose coordinates identifying a neighborhood \( U \) of \( \sigma_0 \) with \( \mathbb{D}^* \times \mathbb{R} \), such that \( \sigma_0 = 0 \) and \( U \cap \partial S = \mathbb{D}^* \times \mathbb{R} \). Choose also a local trivialization \( U \) that identifies \( \ell \) with \( \mathbb{D}^* \times \mathbb{R} \subset \mathbb{C}^* \times \mathbb{C} \). Then \( \sigma \) is represented on this neighborhood by a continuous function \( f : \mathbb{D}^* \to \mathbb{C} \), satisfying the boundary condition \( f(\mathbb{D}^* \cap \partial S) \subset \mathbb{R} \). We can therefore extend \( f \) to a continuous function \( f^0 : \mathbb{D} \to \mathbb{C} \) on the full disk, satisfying \( f^0(\zeta) = f^0(\zeta) \). The order \( \text{ord}(\sigma; \sigma_0) \) is then the order of the isolated zero of \( f^0 \) at 0, i.e. the winding number of \( f^0 \) for a small circle about 0. This definition doesn’t depend on the choice of \( f^0 \).

For an admissible section \( \sigma \) with discrete zero set \( \sigma^{-1}(0) \), we now define the algebraic count of zeros by

\[
Z(\sigma) = \sum_{z \in \sigma^{-1}(0) \cap \text{int} \ S} \text{ord}(\sigma; z) + \frac{1}{\pi} \sum_{z \in \sigma^{-1}(0) \cap \partial S} \text{ord}(\sigma; z).
\]

**Proposition A.1.** Suppose \( \sigma_0 \) and \( \sigma_1 \) are admissible sections with isolated zeros, and are homotopic through a family of admissible sections. Then \( Z(\sigma_2) = Z(\sigma_1) \).

**Proof.** This is clear if \( \partial S = \emptyset \); then \( Z(\sigma) \) is the Euler number of \( E \) if \( \partial S = \emptyset \), or more generally the homotopy invariant winding number about \( \partial S \) with respect to any global trivialization.

We reduce the general case to this by a doubling argument: define the conjugate surface \( S' := S \) with the opposite orientation, and the conjugate bundle \((E', J') := (E, -J) \to S' \). Then we can glue \( S \) to \( S' \) along \( \partial S \) to define the doubled surface \( S'' \), and similarly form a bundle \((E'', J'') = (E', J') \) by giving \((S', J') \to (E', J') \) via the unique complex bundle isomorphism \( E|_{\partial S} \to E'|_{\partial S} \) that restricts to the identity on \( \ell \). Now \( \partial S'' = \partial S = \partial S \cup \partial S' \). Any admissible section \( \sigma \) of \( E'' \) defines an admissible section \( \sigma'' \) on \( E'' \), and the same statement applies to homotopies, thus it suffices to prove the following formula relating \( Z(\sigma) \) to \( Z(\sigma'') \):

\[
Z(\sigma'') = \sum_{z \in \sigma''^{-1}(0) \cap \text{int} \ S} \text{ord}(\sigma''; z) + 2 \sum_{z \in \sigma''^{-1}(0) \cap \partial S} \text{ord}(\sigma''; z) = 2Z(\sigma).
\]

This follows from two important facts which are easy to check: first, if \( z \) is a zero of \( \sigma \) in \( \text{int} \ S \), its order is the same as that of the corresponding zero in \( S'' \). Secondly, if \( z \) is a boundary zero of \( \sigma \), then its order equals its order as an interior zero of \( \sigma'' \).

The doubling formula \( Z(\sigma'') = 2Z(\sigma) \), which emerged from this proof is a useful fact in itself; we shall apply it now to express \( Z(\sigma) \) in terms of the relative first Chern number of \( E \) and the boundary Maslov index of the pair \((E|_{\partial S}, \ell)\).

**Proposition A.2.** For any choice of trivialization \( \Phi \) along \( \partial S \),

\[
Z(\sigma) = c_1(\Phi \cdot E) + \frac{1}{2\pi} \Phi^*(\ell, E) + \text{wind}^\Phi S(\sigma).
\]

**Proof.** Label the right-hand side \( \tilde{Z}(\sigma) \) and observe that it does not depend on \( \Phi \) and depends on \( \sigma \) only up to homotopy through admissible sections. Moreover it is clear that \( Z(\sigma) = \tilde{Z}(\sigma) \) if \( \partial S = \emptyset \), so it will suffice to prove the doubling formula. Since the orientations of both \( E \)
and $S'$ are reversed, we have $\psi_{\mathcal{D}^g}(\sigma') = 2 \psi_{\mathcal{D}^g}(\sigma)$ for the natural trivialization $\Phi^g$ induced by $\Phi$. We claim also that

$$c_{\mathcal{D}^g}^{\psi'}(E') = 2c_r^{\psi}(E) + \mu^{\psi}(E, \ell),$$

which will prove the result. This can be reduced to the standard additivity of the Maslov index under gluing. Construct a new surface $\tilde{S} \to S$ by glue a disk to each component of $\partial S$, and glue in trivial bundles along $\Phi$ over these disks to produce a new bundle $(\tilde{E}, \tilde{\ell}) \to \tilde{S}$, such that $\tilde{E}^\ell \mathcal{D} = E$ and $c_r^{\psi}(\tilde{E}) = c_r^{\psi}(E)$. Now $\tilde{D} = \partial \tilde{S}$ and $2c_r^{\psi}(E) + \mu^{\psi}(E, \ell)$ is by definition the absolute Maslov index $\mu(\tilde{E}, \ell)$. (Alternatively, one can define the latter as $\mu^{\psi}(E, \ell)$ where $\Phi$ is any trivialization along $\partial \tilde{S}$ that extends globally over $\tilde{S}$. ) Now the gluing property for $\mu(\tilde{E}, \ell)$ gives

$$\mu(\tilde{E}, \ell) = \mu(E, \ell) + 2c_r^{\psi}(E')$$

since $\tilde{\mathcal{D}}$ is closed. But the latter is also equal to $2c_r^{\psi}(E')$, proving the claim.
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