GENERIC TRANSVERSALITY FOR UNBRANCHED COVERS OF CLOSED PSEUDO-HOLOMORPHIC CURVES
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ABSTRACT: We prove that in closed almost complex manifolds of any dimension, generic perturbations of the almost complex structure suffice to achieve transversality for all unbranched multiple covers of simple pseudo-holomorphic curves with deformation index zero. A corollary is that the Gromov-Witten invariants (without descendants) of symplectic 4-manifolds can always be computed as a signed and weighted count of honest J-holomorphic curves for generic tame J; in particular, each such invariant is an integer divided by a weighting factor that depends only on the divisibility of the corresponding homology class. The transversality proof is based on an analytic perturbation technique, originally due to Taubes.
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The Gromov-Witten invariants of closed symplectic manifolds are defined in principle by counting J-holomorphic curves for generic tame almost complex structures J. One of the main technical hurdles in this definition is that moduli spaces of J-holomorphic curves are not generally manifolds of the “expected” dimension unless multiply covered curves can be excluded; thus in practice, the definition usually requires more sophisticated techniques such as virtual cycles, abstract multivalued perturbations, or stabilizing divisors, see e.g. [F09, [17],[26],[33],[34],[35]].

It is nonetheless interesting to ask under what circumstances the “classical” technique of perturbing J generically suffices for a complete description of moduli spaces of multiply covered curves. Results of this nature are desirable for several reasons: one is that the resulting definition of the Gromov-Witten invariants is simpler to understand and to apply.

Another is that the relationship between simple curves and their multiple covers can reveal nontrivial relations among Gromov-Witten invariants that cannot be seen by more abstract techniques; one example of this phenomenon is the Gopakumar-Vafa conjecture on symplectic Calabi-Yau 3-folds, see [42, 45, 46, 54, 55, 57]. While moduli spaces of multiply covered curves cannot generally achieve regularity in the usual sense, it is sometimes enough to show that they are as regular as possible. A simple J-holomorphic curve u with deformation index 0 is called “super-rigid” if, roughly speaking, the set of all covers of u is an open subset in the moduli space of all J-holomorphic curves (see [13] for a more precise definition), so in particular, no sequence of curves geometrically distinct from u can converge to any cover of u. The index relations between simple J-holomorphic curves and their multiple covers make the following conjecture plausible.

Conjecture 1.1. On any closed symplectic manifold (M, ω) of real dimension at least four, there exists a Baire subset Jreg in the space of smooth ω-tame almost complex structures such that for all J ∈ Jreg, every closed, connected and simple J-holomorphic curve with deformation index 0 is super-rigid.

Some special cases of this conjecture have been proved previously by Lee-Parker [14, 18, 19] and Efthymiou [20, 21]. The techniques used in the present paper are related to those of [14, 18, 19] which also play a role in the announced solution by Ionel and Parker to the Gopakumar-Vafa conjecture [12].

For an unbranched cover of a simple curve, the super-rigidity condition is equivalent to the usual notion of Fredholm regularity, and our main result (stated as Theorem 1.3 below) is that this can always be achieved by choosing J generally. This may be seen as an initial step toward a proof of Conjecture 1.1 in full generality. While the result holds in all dimensions, its consequences are especially interesting in dimension four: as we will show in [13], it implies that Gromov-Witten invariants without descendants in this setting can be computed without the aid of domain-dependent or inhomogeneous perturbations and they therefore satisfy integrality conditions that are not apparent from the more general definitions; see Theorem 1.5 and Corollary 1.6.

1 After this article was submitted for publication, the second author produced a preprint [26] that proves Conjecture 1.1 in all dimensions greater than four, together with a substantial generalization of Theorem 1.3 using different techniques based on the Saint-Simons theorem and representation theory.
Our proof is quite different from the methods that symplectic topologists typically use to establish transversality; it does not involve the Sand-Smale theorem, but is instead based on an analytic perturbation theory technique introduced by Taubes in his definition of the Gromov invariants of symplectic 4-manifolds \cite{Taubes}. It works in the symplectic category in all dimensions greater than two, but it does not work in the algebraic or complex category, i.e. if we start with an integrable complex structure \( J \), our perturbation to achieve regularity will always make \( J \) non-integrable (see Remark \[\text{1.1}\]). The method also is not strictly limited to unbranched covers: for any given cover of a simple curve with index 0 we will show how to perturb \( J \) such that the super-rigidity condition is achieved for the given cover. Since spaces of unbranched covers do not have moduli, this suffices to prove our main result, and it also lends hope that similar methods could be used to prove Conjecture \[\text{1.1}\] in full generality, though at present it is not clear whether the kind of perturbation we define can achieve super-rigidity for all branched covers at once in a space with non-trivial moduli.

We aim in future work to prove similar results for covers of finite-energy punctured J-holomorphic curves in symplectic cobordisms, which should have interesting applications in Symplectic Field Theory \cite{Eliashberg-Hofer-Lee} and Embedded Contact Homology \cite{Eliashberg-Hofer-Lee}. A few special cases of super-rigidity in the punctured case have previously been observed by the second author \cite{Wendl} and unpublished work of Hutchings \cite{Hutchings}; those examples were restricted to dimension four, but the methods introduced in the present paper have no such restrictions.

1.1. The main result Assume \((M, J)\) is an almost complex manifold of dimension \(2n \geq 4\), \( M \subset M \) is an open subset with compact closure, and

\[\mathcal{J}(M; \mathcal{U}, J_{\text{fix}})\]

denotes the space of smooth almost complex structures on \( M \) that match \( J_{\text{fix}} \) outside of \( \mathcal{U} \), with its natural \( C^0 \)-topology. If \( M \) also carries a symplectic structure \( \omega \) for which \( J_{\text{fix}} \) is \( \omega \)-tame or \( \omega \)-compatible, we will denote the corresponding spaces of \( \omega \)-compatible almost complex structures matching \( J_{\text{fix}} \) outside of \( \mathcal{U} \) by

\[\mathcal{J}^{\text{tame}}(M; \omega, J_{\text{fix}}), \mathcal{J}^{\text{tame}}(M; \omega, J_{\text{fix}}) \subset \mathcal{J}(M; \mathcal{U}, J_{\text{fix}}).\]

Remark 1.2. The existence of a symplectic form on \( M \) is not required for any of the arguments in this paper, but since it is important in applications, we will generally assume at least that \((M, \omega)\) is symplectic and all almost complex structures under consideration are \( \omega \)-tame. Note that \( \mathcal{J}^{\text{tame}}(M; \omega, J_{\text{fix}}) \) is an open subset of \( \mathcal{J}(M; \mathcal{U}, J_{\text{fix}}) \), thus all statements made about \( \mathcal{J}^{\text{tame}}(M; \omega, J_{\text{fix}}) \) will have obvious analogues for \( \mathcal{J}(M; \mathcal{U}, J_{\text{fix}}) \).

With Remark \[\text{1.2}\] in mind, from now on we fix a symplectic form \( \omega \) on \( M \) and assume \( J_{\text{fix}} \) is \( \omega \)-tame. Given \( J \in \mathcal{J}^{\text{tame}}(M; \omega, J_{\text{fix}}) \), a closed connected Riemann surface \((\Sigma, j)\) and a \( J \)-holomorphic curve \( j : (\Sigma, j) \to (M, J) \), the index of \( j \) is the integer

\[\text{ind}(j) = (n - 3) \chi(\Sigma) + 2 \chi(\Sigma),\]

where we abbreviate \( \chi(\Sigma) = (c_1(\mathbb{T} M), [\Sigma]), \chi(\Sigma) = u^* \omega \in H_2(M) \). A closed and connected \( J \)-holomorphic curve \( \tilde{u} : (\Sigma, j) \to (M, J) \) is said to be a (\( d \)-fold) multiple cover of \( u \) if \( \tilde{u} = u \circ \varphi \) for some holomorphic map \( \varphi : (\Sigma, j) \to (\Sigma, j) \) of degree \( d \geq 2 \), and \( u \) is called simple if it is nonconstant and is not a multiple cover of any other curve. The map \( \varphi : \Sigma \to \Sigma \) is generally a branched cover, and we call it unbranched (and \( u \) an unbranched cover of \( u \)) if it is an honest covering map meaning its set of branch points is empty.

We say that the curve \( u : (\Sigma, j) \to (M, J) \) is Fredholm regular if a neighborhood of \( u \) in the moduli space of unparametrized \( J \)-holomorphic curves is cut out transversely, see e.g. \cite{Wendl}. In this paper we will mainly deal with immersed curves, for which a precise definition of regularity is easier to state: suppose \( u : (\Sigma, j) \to (M, J) \) is immersed and denote its complex normal bundle by \( N_u \to \Sigma \). The linearized Cauchy-Riemann operator associated to \( u \) is the real linear first-order differential operator

\[\mathcal{D}_u : \Gamma(u^* TM) \to \Omega^{0,1}(\Sigma, u^* TM) : v \mapsto \nabla \eta + J(u) \nabla \eta \circ j + (\nabla \eta) j \circ Tu \circ j,\]

where \( \nabla \) is any choice of symmetric connection on \( M \). We define the normal Cauchy-Riemann operator at \( u \) as the restriction of \( \mathcal{D}_u \) to sections of \( N_u \), with the projection \( p_u : u^* \mathbb{T} M \to N_u \), hence

\[\mathcal{D}_u^N = p_u \circ \mathcal{D}_u |_{p_u(N_u)} : \Gamma(N_u) \to \Omega^{0,1}(\Sigma, N_u)\]

This is also a Cauchy-Riemann type operator, so its extension to any reasonable Banach space completions such as

\[\mathcal{D}_u^N : W^{k,p}(N_u) \to W^{k-1,0}(\Omega^{0,1}(\Sigma, N_u))\]

for \( k \in \mathbb{N} \) and \( p > 1 \) is a Fredholm operator, and elliptic regularity implies that its kernel and cokernel do not depend on the choices \( k \) and \( p \). The curve \( u \) is then Fredholm regular if and only if the linear map \( \mathcal{D}_u^N \) is surjective. In the present paper, we will sometimes deal with multiple covers \( u = u \circ \varphi \) for which \( u \) is immersed but \( \varphi \) may have branch points. In which case \( \mathcal{D}_u^N \) can naturally be defined as a Cauchy-Riemann type operator on \( N_u \sim u^* N_u \). The curve \( u \) is then called super-rigid if it is immersed with index 0 and \( \mathcal{D}_u^N \) is injective for every cover \( \varphi \) of \( u \). Note that if \( \varphi : \Sigma \to \Sigma \) has degree \( d \in \mathbb{N} \) and \( Z(df) \geq 0 \) denotes the number of branch points of \( \varphi \) counted with multiplicities, then the Riemann-Hurwitz formula

\[\chi(\Sigma) + d \chi(\Sigma) = Z(df),\]

implies

\[\chi(\Sigma) = d \text{ ind}(\varphi) \implies \chi(\Sigma) = d \text{ ind}(\varphi) - (n - 3) Z(df).\]

\[\text{2}\]

When we use the word "curve" to describe \( u : (\Sigma, j) \to (M, J) \), we mean that \( (\Sigma, j) \) is a smooth (although not necessarily smooth) Riemann surface and \( u \) is a smooth map, but in some cases an equivalence class of smooth maps up to parametrization (this will be clear from context). By default this excludes nodal curves, and when we do mean "nodal curve" we will make this explicit. This usage is common in symplectic topology but may differ from conventions in the algebraic geometry literature.
hence unbranched covers of immersed index 0 curves are also immersed with index 0, and
super-rigidity for unbranched covers is therefore the same as Fredholm regularity.

Here is our main result:

**Theorem 1.3.** Assume $(M, \omega)$ is a symplectic manifold with tame almost complex structure $(J_\omega, U)$ and $U$ is an open subset with compact closure. Then there exists a Baire subset $J_{\omega, \text{reg}} \subset J_{\omega, \text{reg}}(M, \omega; U, J_{\omega})$ such that for every $J \in J_{\omega, \text{reg}}$, all unbranched covers of simple closed $J$-holomorphic curves of index 0 contained in $U$ are Fredholm regular.

Moreover, if $J_{\omega, \text{comp}}$ is $\omega$-compatible, then there is a Baire subset $J_{\omega, \text{comp}} \subset J_{\omega, \text{comp}}(M, \omega; U, J_{\omega})$ such that for every $J \in J_{\omega, \text{comp}}$, all unbranched covers of embedded closed $J$-holomorphic curves of index 0 contained in $U$ are Fredholm regular.

**Remark 1.4.** We do not know whether the restriction to embedded curves in the $\omega$-compatible case can be relaxed; the reason is explained in Remark 2.3. This is in any case only a restriction in dimension four, since embeddedness is a generic property of holomorphic curves in higher dimensions (see e.g. [Wendl 4.6] or [Li 2.2]). In the $\omega$-tame case, our argument works for all immersed curves with distinct transverse self-intersections, which is a generic property even in dimension four.

The next two remarks draw attention to generalizations of Theorem 1.3 that might naturally be expected to hold but do not follow from our arguments, and in some cases are actually false.

**Remark 1.5.** The standard transversality results as in [MSU] [Wendl] for simple $J$-holomorphic curves have straightforward extensions to generic 1-parameter families $(J_t)$ of almost complex structures, showing in essence that the space of pairs

\[(\tau, u) \mid u \text{ is simple and } J_t \text{-holomorphic}\]

is a manifold of dimension $\text{ind}(u) + 1$. This means that all simple $J_t$-holomorphic curves are regular for almost every $\tau$, but there may be birth-death bifurcations at a discrete set of parameter values. The work of Taubes [Taubes 2.3] shows that when multiple covers are allowed, more general types of bifurcations must be considered, e.g. the extension of the usual results for simple curves to unbranched covers of index 0 curves is not as straightforward. We will not prove anything in this paper about generic 1-parameter families of data.

**Remark 1.6.** The standard results for simple curves do not require the curves to be fully contained in the perturbation domain $U$ in order to achieve transversality; it suffices that they should intersect $U$ somewhere, the key point being that there is an injective point mapped into $U$. Our methods on the other hand work only for curves that are fully contained in $U$, and we do not know whether this assumption can be weakened.

The reason for this is discussed in Remark 2.4. In this sense, Theorem 1.3 seems to represent a fundamentally different phenomenon from the usual transversality results for simple curves.

---

1.2 Application to Gromov-Witten theory. In the results of this section, the words “for generic $\omega$-compatible” should be understood to mean that there exists a Baire subset of the appropriate space of almost complex structures for which the statement is true.

Let $M_{g,m}(A, J)$ denote the moduli space of smooth unparametrized $J$-holomorphic curves in $M$ with genus $g$ and $m$ marked points in the homology class $A \in H_2(M)$; the precise definition will be recalled in the discussion below. We denote the natural evaluation map by

\[ev : M_{g,m}(A, J) \to \mathbb{R}^m,\]

and let

\[M_{g,m}^\text{reg}(A, J) \subset M_{g,m}(A, J)\]

denote the open subset consisting of simple curves. For any integer $m \geq 0$, the $m$-point Gromov-Witten invariant

\[GW_{g,m}^{(M,J)} : H^\text{reg}(M) \to \mathbb{Q}\]

is defined morally by counting intersections of the evaluation map with cycles in $M$ determined by an $m$-tuple of cohomology classes. The standard definition of these invariants in [Ruan 07] for semipositive symplectic manifolds (which includes all symplectic 4-manifolds) requires generic inhomogeneous perturbations to the nonlinear Cauchy-Riemann equation, thus breaking the symmetry inherent in multiply covered curves. We will now show that when $\dim M = 4$, these invariants can also be computed by simpler means that do not break the symmetry. Recall from [MSU] [Li 5.5] that for any subset $M' \subset M_{g,m}(A, J)$, the restriction $ev : M' \to \mathbb{R}^m$ is said to be a pseudocycle of dimension $\geq 0$ if $M'$ is a smooth d-dimensional manifold and $\overline{M_{g,m}'(A, J) \setminus M'}$ can be covered by subsets on which $ev$ factors through a smooth map to $\mathbb{R}^m$ from a manifold of dimension at most $d - 2$. In this case one can define integer-valued intersection products of $ev$ with homology classes in $M'$. The following proposition for the case $m \geq 1$ is presumably not a new result, but we are not aware of any proof of it in the current literature; ours will require only the standard transversality results for simple curves.

**Proposition 1.7.** Assume $(M, \omega)$ is a closed symplectic 4-manifold. Then for generic $\omega$-compatible tame almost complex structures $J$ and for every $A \in H_2(M)$ and every pair of nonnegative integers $(g, m)$ satisfying $-2g + 2m + 2r(A) > 0$ and $m \geq 1$, the evaluation map $ev : M_{g,m}(A, J) \to \mathbb{R}^m$ on the set of simple curves is a pseudocycle of dimension $-2g + 2m + 2r(A) + 2m$. The corresponding $m$-point Gromov-Witten invariant can thus be computed as an intersection number

\[GW_{g,m}^{(M,J)}(\alpha_1, \ldots, \alpha_m) = \bigl[ ev : \bigl[M_{g,m}(A, J) \bigr] \bigr] \cdot PD(\alpha_1) \times \cdots \times PD(\alpha_m),\]

and in particular, its values are always integers.

The picture for the 0-point invariants with $g \geq 1$ is somewhat different, as it turns out that multiply covered curves cannot be avoided in this case, but only unbranched covers need be considered. The arguments behind Proposition 1.7 thus combine with Theorem 1.3 to give the following more novel result.

**Theorem 1.8.** For generic $\omega$-tame almost complex structures $J$ on a closed symplectic 4-manifold $(M, \omega)$, the set of index 0 curves satisfying any given bound on their genus and area is finite, and all of them are Fredholm regular.

---

\[\text{As indicated in Remark 2.6, the first statement in the theorem could also be stated without reference to any symplectic structure, producing a Baire subset of } J(M; U, J_\omega).\]
We should again caution the reader that we do not know whether the generic $J$ in Theorem 13 can be chosen to be compatible with $\omega$ (see Remark 13), though one can require this if one is only interested in covers of embedded curves (as in Grunewald’s proof). Choosing $J$ tame is in any case good enough to compute Gromov-Witten invariants. In order to state the main corollary, we can associate to any integral homology class $\alpha \in H_2(M)$ in a symplectic manifold $(M, \omega)$ its symplectic divisibility
\[ d_\omega(\alpha) \in \mathbb{N}, \]
defined as the product of the finite set of integers $k \in \mathbb{N}$ such that $\alpha = k \beta$ for some primitive class $\beta \in H_2(M)$ with $\omega(\beta) > 0$.

**Corollary 1-9.** Suppose $(M, \omega)$ is a closed symplectic 4-manifold and $\alpha \in H_2(M)$ and $g \in \mathbb{N}$ satisfy $-2g^2 + 2c_1(\alpha) = 0$. Then the 0-point Gromov-Witten invariant can be computed for generic tame almost complex structures $J$ as a signed and weighted count of finitely many $J$-holomorphic curves
\[ GW_{\mu_0, A}^{\alpha, J}(M, \gamma) = \sum_{\gamma \in \mathcal{M}_{\mu_0}(A, J)} \frac{\sigma(\gamma)}{|\Aut(\gamma)|}, \]
where for each curve $\gamma$, $\sigma(\gamma) \in \{-1, 1\}$ is determined by an orientation of the determinant line bundle, and $\Aut(\gamma)$ denotes the automorphism group of $\gamma$. In particular, the number $GW_{\mu_0, A}^{\alpha, J}(M, \gamma)$ is always an integer. While for $g \geq 1$, $d_\omega(\alpha) \cdot GW_{\mu_0, A}^{\alpha, J}(M, \gamma)$ is an integer.

In order to prepare for the proofs of these results, let us recall the definitions of the relevant moduli spaces. Given integers $g, m \geq 0$ and a homology class $\alpha \in H_2(M)$, the moduli space of *unparametrized* $J$-holomorphic curves $\mathcal{M}_{g,m}(A, J)$ can be defined as the set of equivalence classes of tuples $(\Sigma, j, u)$ where $(\Sigma, j)$ is a closed connected Riemann surface of genus $g$, $\Theta \subset \Sigma$ is an ordered set of $m$ distinct points (the marked points), and $u : (\Sigma, j) \to (M, J)$ is a $J$-holomorphic mapping satisfying $[u] = \alpha$, with equivalence defined by $(\Sigma, j, u) \sim (\Sigma', j', u')$ if there is a diffeomorphism $\psi : \Sigma \to \Sigma'$, $\Theta \subset \Sigma$ with $u = \psi \circ u'$. The automorphism group $\Aut(u)$ of $(\Sigma, j, u) \in \mathcal{M}_{g,m}(A, J)$ is the group of biholomorphic diffeomorphisms $\psi : \Sigma \to \Sigma$ that fix each of the marked points and satisfy $u = \psi \circ u$; it is always finite. The Gromov compactification of $\mathcal{M}_{g,m}(A, J)$ is the space $\overline{\mathcal{M}}_{g,m}(A, J)$ of equivalence classes of stable nodal curves $(\Sigma, j, \Theta, u)$, where now $\Sigma$ may be disconnected, and the original data are augmented by an unordered set of $m$ distinct points $S \setminus \Theta$, arranged into unordered pairs
\[ \Delta = \{(z_1, z_1), \ldots, (z_r, z_r)\}, \]
such that $u(z_i) = u(z_i)$ for each $i = 1, \ldots, r$. We call the pairs $(z_i, z_i)$ nodes, and each individual $z_i$ or $\bar{z}_i$ is a $\Sigma$-node point. The curves in $\overline{\mathcal{M}}_{g,m}(A, J)$ are required to have arithmetic genus $g$, which means that the surface obtained from $\Sigma$ by performing connected sums at all matched pairs of nodal points is a closed connected surface of genus $g$.

The stability condition requires that any component of $S \setminus (\Theta \cup \Delta)$ on which $u$ is constant should have negative Euler characteristic. With this condition, $\overline{\mathcal{M}}_{g,m}(A, J)$ can be given a natural topology as a metrisable Hausdorff space, and it is compact whenever $J$ is tame by a symplectic form. A definition of the topology may be found e.g. in [EEH12]: for sequences in $\overline{\mathcal{M}}_{g,m}(A, J)$, it amounts to the notion of $C^0$-convergence for $\gamma$ and $u$ after a choice of parametrization for which all domains and marked point sets are identified. Curves $[(\Sigma, j, \Theta, \Delta, u)] \in \overline{\mathcal{M}}_{g,m}(A, J)$ with $\Delta = 0$ can equivalently be regarded as elements of $\mathcal{M}_{g,m}(A, J)$, and are thus called smooth to distinguish them from nodal curves. The evaluation map is defined by
\[ ev : \mathcal{M}_{g,m}(A, J) \to M \times \cdots \times M : \left[(\Sigma, j, (\zeta_1, \ldots, \zeta_m), u)\right] \mapsto (u(\zeta_1), \ldots, u(\zeta_m)), \]
and it extends to a continuous map on $\overline{\mathcal{M}}_{g,m}(A, J)$.

When there is no danger of confusion, we shall sometimes abuse notation by denoting equivalence classes $[(\Sigma, j, \Theta, u)] \in \mathcal{M}_{g,m}(A, J)$ or $[(S, j, \Theta, \Delta, u)] \in \overline{\mathcal{M}}_{g,m}(A, J)$ simply by $u \in \mathcal{M}_{g,m}(A, J)$ or $u \in \overline{\mathcal{M}}_{g,m}(A, J)$, respectively, and we will refer to the restriction of a nodal curve $[(S, j, \Theta, \Delta, u)]$ to any connected component of its domain $S$ as a smooth component of $u$. Recall that $\mathcal{M}_{g,m}(A, J)$ has virtual dimension equal to the index of any curve $u \in \mathcal{M}_{g,m}(A, J)$.

It will be useful to recall certain index relations for degenerating sequences of holomorphic curves. Suppose dim $M = 4n$, and $[(\Sigma, j, \Theta, u)] \in \mathcal{M}_{g,m}(A, J)$ is a sequence converging to a stable nodal curve $[(S, j, \Theta, \Delta, u)] \in \overline{\mathcal{M}}_{g,m}(A, J)$ with smooth components
\[ \{[(S_i, j, \Theta_i, u_i^\infty)] \in \mathcal{M}_{g,m}(A, J)\}_{i=0,\ldots, r} \]
Then if $N_i := |S_i \cap \Delta| \geq 1$ denotes the number of nodal points on $S_i$ for $i = 1, \ldots, r$, we have $\chi(\Sigma) = \sum_{i=1}^r \chi(S_i) - N_i$, so the index formula 10 gives
\[ \ind(u_0) = \sum_{i=1}^r \ind(u_i^\infty) - (n - 3)N_i \]
Note that by the stability condition, we have
\[ \chi(S_i) - N_i < 0 \]
whenever $A_i = 0$.

If $A_i > 0$, then $u_i^\infty = v^i + \varphi$ for some simple curve $v^i$ and holomorphic map $\varphi$ of degree $d_i \geq 1$ with $Z(d^i)$ at most $3$ branch points, and the Riemann-Hurwitz formula combined with 10 gives
\[ \ind(u_i^\infty) = d_i \cdot \ind(v^i) - (n - 3)\ind(Z(d^i)), \]
\[^{10}Proper of Proof 15\] Assume $J$ is chosen so that all somewhere injective curves are Fredholm regular. Then $\mathcal{M}_{g,m}(A, J)$ is a manifold of real dimension $2m^2$ for any $u \in \mathcal{M}_{g,m}(A, J)$. The index relations 10 and 17 imply that if $u_0 \in \mathcal{M}_{g,m}(A, J)$ is a sequence of simple curves with $\ind(u_0) > 0$ converging to a nodal curve $u_n$, then the nonconstant components of $u_n$ cover simple curves whose indices add up to at most $\ind(u_0) - 2$. More concretely, if $u_0$ has smooth components $u_0^1, \ldots, u_0^r$, each $u_0^i$ having $N_i \geq 1$ nodal points, then the 4-dimensional case of 13 together with the stability condition 10 implies
\[ \ind(u_0) \geq \sum_{i \mid u^i_0 \text{non-const}} \ind(u^i_0^\infty) + N_i, \]
\[^{15}Proof of Theorem 12\]
Assume $J$ is chosen so that all somewhere injective curves are Fredholm regular. Then $\mathcal{M}_{g,m}(A, J)$ is a manifold of real dimension $2m^2$ for any $u \in \mathcal{M}_{g,m}(A, J)$. The index relations 10 and 17 imply that if $u_0 \in \mathcal{M}_{g,m}(A, J)$ is a sequence of simple curves with $\ind(u_0) > 0$ converging to a nodal curve $u_n$, then the nonconstant components of $u_n$ cover simple curves whose indices add up to at most $\ind(u_0) - 2$. More concretely, if $u_0$ has smooth components $u_0^1, \ldots, u_0^r$, each $u_0^i$ having $N_i \geq 1$ nodal points, then the 4-dimensional case of 13 together with the stability condition 10 implies
\[ \ind(u_0) \geq \sum_{i \mid u^i_0 \text{non-const}} \ind(u^i_0^\infty) + N_i, \]
with equality if and only if $u_{\omega}$ has no constant (i.e., "ghost") components. This shows in particular that

$$\text{ind}(u_{\omega}) \geq 2 + \sum_{i \mid u_{\omega} \text{ const}} \text{ind}(u_{\omega})_i.$$ 

(1.9)

Now by Lemma 1, in the case $n = 2$, we see that if $u_{\omega}$ is a $d_i$-fold cover of a simple curve $v_i$, then $\text{ind}(u_{\omega})_i \geq d_i \text{ind}(v_i)$, with equality if and only if the cover is branched. Since $\text{ind}(v_i) \geq 0$ by genericity, this implies that each smooth component $u_{\omega}$ has index at least two less than $\text{ind}(u_{\omega})$. On the other hand, if $u_{\omega} = \text{lim} u_{\omega}$ is a smooth curve that is a $d$-fold cover $v \circ \varphi$ of some simple curve $v$, then (1) gives

$$\text{ind}(u_{\omega}) - d \cdot \text{ind}(v) + Z(\mathcal{D}) \geq d \cdot \text{ind}(v),$$

and since $\text{ind}(u_{\omega}) > 0$ by assumption and the index is always even, we conclude $\text{ind}(v) \leq \text{ind}(u_{\omega}) - 2$ unless $d = 1$. These relations imply the pseudocycle condition. □

Proof of Theorem 1.2 and Corollary 1.3 Applying the index relations as in the proof of Proposition 1.1 above, we find that the worst case scenario for a degenerating sequence of index 0 curves $u_k \to u_\infty$ is that $u_{\omega}$ is an unbranched cover of a smooth index 0 curve. For generic tame $J$, Theorem 1.2 implies that the latter is regular, hence all curves in $\mathcal{M}_d(A, J)$ are smooth and regular, and therefore isolated due to the implicit function theorem. The integrality condition in Corollary 1.3 arises from the observation that whenever $u \in \mathcal{M}_d(A, J)$ is a $d$-fold cover of a simple curve $v \in \mathcal{M}_d(B, J)$, we necessarily have $A - dB + \omega(B) \geq 0$, and the order of the automorphism group $\text{Aut}(u)$ is an integer dividing $d$. If $d > 0$ the integrality result is stronger, because the Riemann-Hurwitz formulae forbids the existence of unbranched covers with genus 0, hence every curve in $\mathcal{M}_d(A, J)$ is simple. □

1.3. Outline of the paper The main steps in the proof of Theorem 1.2 will be explained in [2] modulo three technical results concerning (1) the nonlinear problem, (2) the linear problem (3) and obstruction theory. The remainder of the paper will then be concerned with these three technical results: the nonlinear result in [2] the linear result in [10] and the obstruction theoretic result (which is only needed for the case dim $M \geq 6$) in [11]. These are followed by a brief appendix recalling the essential result from analytic perturbation theory that is needed in [2].

A brief remark on terminology Since many important objects in this paper do not carry natural complex structures, our formulas for dimensions and Fredholm indices generally give the real dimension unless otherwise noted, even in cases where this number is always even. The major exceptions are the bundles $\nabla^* TM$ and $\nabla$ associated to a J-holomorphic curve $u: (\Sigma, j) \to (M, J)$; these are naturally complex vector bundles and are described in terms of their complex rank.
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2. The Main Argument

The goal of this section will be to reduce the proof of Theorem 1.2 to a sequence of three technical results to be proved in later sections.

2.1. Unbranched tori in dimension four Before diving into the details on Theorem 1.2, it may be instructive to recall the argument of Taubes which has inspired the present approach to regularity for multiple covers. The Gromov invariants were defined in [Taubes 1989] as certain counts of holomorphic curves in symplectic 4-manifolds, including both embedded curves and unbranched covers of embedded holomorphic tori with index 0. In order to achieve transversality for the multiple covers, Taubes argued in [Taubes 1990] that if $\mathcal{D}$ is a J-holomorphic torus with index 0, $\varphi: T^2 \to T^2$ is a holomorphic covering map and $u = \varphi \circ \varphi$. Then the normal Cauchy-Riemann operator for $u$ can be identified with an operator of the form

$$\mathcal{D} = \tilde{\mathcal{D}} + A: C^0(T^2, C) \to C^0(T^2, C),$$

where $\tilde{\mathcal{D}} = \mathcal{D} + i\mathcal{D}$ is holomorphic coordinates $s + it$ on $T^2$ and $A \in C^0(T^2, \text{End}_0(C))$. Taubes shows that one can always perturb the ambient almost complex structure along such that $\mathcal{D}$ becomes

$$\tilde{\mathcal{D}} + \eta - D \eta + \tau \beta \tilde{\mathcal{D}}$$

for some $\beta \in C^0(T^2, C^*)$ and a small parameter $\tau \in \mathbb{R}$. This perturbation of the linear operator is required to be complex-linear, and it must never vanish, but in contrast to the standard transversality arguments as in [MMW], it is allowed to be arbitrarily symmetric, so in particular the fact that $u$ is a multiple cover poses no difficulty here. The main challenge is now to show that this perturbed operator will always be injective for sufficiently small $\tau > 0$. The argument for this involves two main ingredients.

(1) Bochner-Weitzenböck technique: The following argument shows that $\tilde{\mathcal{D}}_\tau$ must be injective for all $\tau > 0$. Fix the standard real-valued 4-L-inner product on $C^0(T^2, C)$ and let $D^*\mathcal{D}^*$ denote the formal adjoints of $\mathcal{D}$ and $\mathcal{D}^*$ respectively; explicitly, we have $D^* \mathcal{D} = \partial^* \partial - A^* \partial - A^* \beta \partial$ and $A^* \mathcal{D} = \partial^* \partial + \tau \beta \partial$, where $\partial = \partial_1 - i \partial_2$ and $A^* \mathcal{D}$ denotes the pointwise real-linear transpose of $A$. From these relations, one obtains a Weitzenböck formula:

$$\tilde{\mathcal{D}}_\tau D^{\star}_\tau\mathcal{D}_\tau = D^* \mathcal{D}^{\star}_\tau + \tau L \nu + \tau^2 |\beta|^2 \eta.$$

(2.1)
to cancel. For all $\eta \in C^\infty(T^2, \mathbb{C})$, we then have
\[
|D_\eta|_{L^2}^2 = \langle \eta, D^*D_\eta \eta \rangle_{L^2} = \langle \eta, D^*D_\eta \eta + \tau L_\eta + \tau^2 |\beta|^2 \eta \rangle_{L^2} \\
- \langle \eta, D_\eta \eta \rangle_{L^2} + \tau \langle \eta, L_\eta \eta \rangle_{L^2} + \tau^2 \langle \eta, |\beta|^2 \eta \rangle_{L^2} \\
\geq \langle \eta, (\tau^2 - \epsilon') |\beta|^2 \eta \rangle_{L^2}
\]
for some constants $c, \epsilon' > 0$. Here we have used the fact that $\beta$ is nowhere zero so that
\[
\langle \eta, |\beta|^2 \eta \rangle_{L^2} \geq c\|\eta\|_{L^2}^2.
\]
(2) Analytic perturbation theory: Consider $D_\eta$ as a complex-linear operator $H^1(T^2, \mathbb{C}) \to L^2(T^2, \mathbb{C})$, or more accurately on the complexifications of these two spaces. Then $D_\eta$ depends analytically on the parameter $\tau \in \mathbb{C}$, so the set of all $\tau \in \mathbb{C}$ for which $D_\eta$ is not an isomorphism looks locally like the zero-set of an analytic function on $\mathbb{C}$, i.e. $D_\eta$ has nontrivial kernel either for all $\tau$ or only for a discrete subset. (A proof of this fact is given in the Appendix.) Step (1) implies that it is the latter, not the former.

Remark 2.1. The first step described above depends crucially on the following two properties of the perturbation, both of which lend a distinctive flavor to our main result:

1. The perturbation from $D$ to $D_\eta$ must be antilinear, otherwise the Weitzenböck formula \[ \Box \] does not hold. This implies that, in general, the geometric almost complex structures for which our transversality result holds cannot be expected to be integrable.

2. The perturbation must also be nonzero so that $|\eta|_{L^2}$ can be bounded below via $|\eta|_{L^2}$ in \[ \Box \]. This is why our proof of Theorem \[ \Box \] does not work for curves that only pass through the perturbation domain rather than being fully contained in it (see Remark \[ \Box \]).

We will see that both of these features also appear in the general case to be discussed below.

Remark 2.2. A version of the Bochner-Weitzenböck technique described above has also appeared in the work of Lee and Parker on Kähler surfaces with positive geometric genus, see [16] Proposition 8.6. In their more specialized setting, the terms linear in $\tau$ vanish for geometric reasons, thus one obtains supers-rigidity for all (not necessarily small) perturbations of the type that they consider, without any need to apply analytic perturbation theory.

2.2. Three technical results for the general case. We now describe what is required in order to generalize the argument of Taubes sketched above.

The first technical result we will need describes the perturbation of the normal Cauchy-Riemann operator realized by a certain class of perturbations to the almost complex structure. Working under the assumptions of Theorem \[ \Box \] suppose $u : (\Sigma, j) \to (M, J)$ is an immersed $J$-holomorphic curve with image fully contained in $U$, choose a tangent/normal splitting $u^*TM = T_u \subset N_u$ with $T_u = \text{im} du$, and abbreviate the complex vector bundles
\[
E := N_u, \quad F := \text{Hom}_{\mathbb{C}}(T^*\Sigma, N_u) = T^*\Sigma \otimes E,
\]
both of which have rank $m := n - 1$. The normal Cauchy-Riemann operator $D^\eta_u$ then maps sections of $E$ to sections of $F$. Suppose \( J_\tau \in C^\infty(M, \omega; \mathcal{U}, J_{\text{th}}) \) is a smooth 1-parameter family of almost complex structures such that
\[
J_0 = J, \quad J_{\text{th}} = J_{\text{th}}(\tau) \quad \forall \tau.
\]
Then $u : (\Sigma, j) \to (M, J_\tau)$ is $J_\tau$-holomorphic for all $\tau$, though the previously chosen normal bundle $N_u \subset u^*TM$ may fail to be $J_\tau$-invariant for $\tau \neq 0$. Nonetheless one can always find a smooth 1-parameter family of complex bundle isomorphisms
\[
\Phi_{\tau} : (T^*\Sigma, J_{\text{th}}) \to (T^*\Sigma, J_{\text{th}})
\]
that fix $N_u$ and satisfy $\Phi_0 = 1$, allowing us to define perturbed complex normal bundles
\[
N_{\Phi_{\tau}} = \Phi_{\tau}(N_u),
\]
and normal Cauchy-Riemann operators $D^\eta_{\Phi_{\tau}} : \Gamma(N_{\Phi_{\tau}}) \to \Gamma(\text{Hom}_{\mathbb{C}}(T^*\Sigma, N_{\Phi_{\tau}}))$, so that a 1-parameter family of operators $\Gamma(E) \to \Gamma(F)$ can be defined by
\[
\Phi_{\tau}^{-1} D^\eta_{\Phi_{\tau}} \Phi_{\tau} : \Gamma(E) \to \Gamma(F).
\]
We will prove the following result in \[ \Box \]

Proposition 2.3. Assume the curve $u : (\Sigma, j) \to (M, J)$ in the above setup is immersed with only transverse double points, such that no point in $M$ is in the image of more than two distinct points of $\Sigma$. Then given any linear bundle map $B : E \to F$, one can choose the families of $\omega$-tame almost complex structures $\{J_\tau\}$ and complex bundle isomorphisms $\{\Phi_{\tau}\}$ as above such that
\[
\Phi_{\tau}^{-1} D^\eta_{\Phi_{\tau}} \Phi_{\tau} = D^\eta_{\Phi_{\tau}} + \tau B.
\]

In particular, for any $p > 1$, this defines a family of Fredholm operators $W^{-p}(E) \to L^p(F)$ that depends analytically on the parameter $\tau$. If $J$ is $\omega$-compatible and $u$ has no double points, then one can also arrange that $J_\tau \in C^\infty(M, \omega; \mathcal{U}, J_{\text{th}})$ for all $\tau$.

Continuing with the above setup, assume now that $\text{ind}(u) = 0$. Then 0 is also the index of $D^\eta_{\Phi_{\tau}}$, which is $\text{ind}(\Sigma) + 2c_1(E)$, hence $c_1(E) = m\chi(\Sigma) + c_1(E) = c_1(E)$, implying the existence of a complex-antilinear bundle isomorphism $B : E \to F$. Let $(\cdot, \cdot)$ denote a Hermitian bundle metric on $E$, and denote its real part by $(\cdot, \cdot)_R$; if $J$ is $\omega$-compatible, we may assume that $(\cdot, \cdot)_R$ matches the restriction of $\omega(\cdot, \cdot)$ to $N_u$. For our linear transversality argument, it will be important to establish the following symmetry property for $B$, which will be possible due to an obstruction theoretic argument explained in [13].

Note that the condition described here is vacuous when $E$ is a line bundle, so this step did not appear in Taubes’s argument of [12] and is only needed for the higher-dimensional case.

Proposition 2.4. Every homotopy class of complex-antilinear bundle isomorphisms $B : E \to \text{Hom}_{\mathbb{C}}(T^*\Sigma, E)$ contains one that satisfies the following condition: for all $z \in \Sigma$, $X \in T^*\Sigma$ and $\xi, \eta \in E_z$,
\[
(\xi, B\eta(X))_R = (B\xi(X), \eta)_R.
\]

The remaining crucial ingredient will be a generalization of Taubes’s analytic perturbation theory argument described in [12]. Fix $B : E \to F$ as given by Proposition 2.3 and assume $\varphi : (\Sigma, j) \to (\Sigma, j)$ is a holomorphic map of degree $d \geq 1$. The generalized normal bundle of $\varphi : u \circ \varphi$ is then $E := N_{\varphi}^\ast - \varphi^* E$, and we define $F := \text{Hom}_{\mathbb{C}}(T^*\Sigma, E)$ so that
\(D^N_u\) maps \(\Gamma(\vec{E})\) to \(\Gamma(\vec{F})\). If \(\{J_\tau\}\) is a 1-parameter family of almost complex structures as in Proposition 2.3 so that \(D^N_{u,\tau}\) for each \(\tau\) is conjugate to \(D^N_u + \tau B\), then the resulting perturbed normal Cauchy-Riemann operators \(D^N_{u,\tau}\) are conjugate to the family

\[D^N_u + \tau B_{\phi}: \Gamma(\vec{E}) \to \Gamma(\vec{F}),\]

where

\[B_{\phi}: \varphi^*E \to \text{Hom}_{T\Sigma}(\varphi^*E, \varphi^*E) : \eta \mapsto B_{\phi} \eta \circ \varphi.\]

We will prove the following in (6) using a Weitzenböck formula developed in (6).

**Proposition 2.5.** Given any \(B\) and \(\varphi\) as described above, the operator \(D^N_u + \tau B_{\phi}\) is injective for all \(\tau \in \mathbb{R}\) outside of a discrete subset.

2.3. **Proof of Theorem 1.2**

Assuming Propositions 2.3, 2.4, and 2.5, we now prove the main result. The following topological argument is also inspired by ideas of Taubes (cf. [MS04] pp. 52-53 or [Wenas] §4.4.2). We shall carry out the argument first in the setting of embedded holomorphic curves and compatible almost complex structures, and then explain what modifications are needed for the immersed/tame case.

Fix an integer \(g \geq 0\), a homology class \(A \in H_2(M)\) and a connected and oriented surface \(\Sigma\) of genus \(g\). Recall that the Teichmüller space \(T(\Sigma) = \text{Diff}(\Sigma)/\text{Hom}(\Sigma)\) is a smooth manifold diffeomorphic to \(\mathbb{C}^N\), with \(N = 3g - \varepsilon\) for \(\varepsilon \geq 2\) or \(N = g - 1\) for \(g \geq 0, 1\). In particular, \(T(\Sigma)\) is contractible, allowing us to fix a smooth family of complex structures

\[\{J_\tau \in T(\Sigma)\}_{\tau \in \mathbb{C}^N}\]

for which the natural projection to \(T(\Sigma)\) is bijective. Fix Riemannian metrics on \(\Sigma\) and \(M\), denoting the resulting distance functions all by \(\text{dist}(\cdot, \cdot)\). Now for any \(J \in T(M; U; J_0)\) and \(N \in \mathbb{N}\), define

\[\mathcal{M}_u(A, J, N) \subset \mathcal{M}_u(A, J)\]

to consist of all equivalence class in \(\mathcal{M}_u(A, J)\) admitting a representative of the form \((\Sigma, j_u, u)\) such that the following conditions are satisfied:

1. \(j_u\) is “not close to degenerating”:
   \[|\tau| \leq N\]
2. \(u\) is “not close to bubbling”:
   \[\text{dist}(u(z), j(\Sigma)) \leq N\]
3. \(u\) is “not close to being non-embedded”:
   \[\min_{z \in \Sigma} |du(z)| \geq \frac{1}{N}\]
   and
   \[\inf_{z \in \Sigma, \varphi \in \Sigma} \text{dist}(u(z), j(\Sigma)) \geq \frac{1}{N}\]
4. \(u\) is “not close to escaping \(U\)”:
   \[\text{dist}(u(\Sigma), M \backslash U) \geq \frac{1}{N}\]

The union of the subsets \(\mathcal{M}_u(A, J, N)\) for all \(N \in \mathbb{N}\) consists precisely of all curves in \(\mathcal{M}_u(A, J)\) that are embedded and contained in \(U\). We claim that for any fixed \(N \in \mathbb{N}\), \(\mathcal{M}_u(A, J, N)\) is compact—in fact:

**Lemma 2.6.** For any \(N \in \mathbb{N}\) and any convergent sequence \(j_k \to j \in J(M; U, J_0)\), every sequence \(u_k \in \mathcal{M}_u(A, J, N)\) has a subsequence converging to an element of \(\mathcal{M}_u(A, J, N)\).

**Proof.** By assumption, the given sequence admits representatives of the form \((\Sigma, j_k, u_k)\) that each satisfy the four conditions listed above. Condition (1) implies \(|\tau_k| \leq N\) for all \(k\), so we can take a subsequence for which the complex structures \(j_k\) converge to some \(j\), with \(|\tau| \leq N\). The second condition then implies via elliptic regularity that after passing to a further subsequence, the maps \(u_k\) converge in \(C^0\) to a pseudoholomorphic map \(u : (\Sigma, j) \to (M, J)\) with \(|du| \leq N\) everywhere. Given this convergence, (3) and (4) are both closed conditions and are thus also satisfied by \(u\), so \((\Sigma, j, u)\) represents an element of \(\mathcal{M}_u(A, J, N)\).

Now for each \(N \in \mathbb{N}\), define

\[\mathcal{J}(N) = \mathcal{J}(\mathcal{J}_u; M; U, J_0)\]

to consist of all \(J \in \mathcal{J}(M; \omega; U, J_0)\) with the property that for every index 0 curve \((\Sigma, j, u) \in \mathcal{M}_u(A, J, N)\) and every unbranched holomorphic cover \(\varphi : (\Sigma, \tilde{j}) \to (\Sigma, j)\) of degree at most \(N\), the curve \(\tilde{u} = u \circ \varphi\) is Fredholm regular.

We claim that \(\mathcal{J}(N)\) is open. If this is not the case, then there exists a sequence \(j_k \in J(M; \omega; U, J_0)\) converging to \(J \in \mathcal{J}(N)\), together with a sequence \((\Sigma, j_k, u_k)\) in \(\mathcal{M}_u(A, J, N)\) and unbranched covers \(\varphi_k : (\Sigma, j_k) \to (\Sigma, j)\) with deg(\(\varphi_k\)) \(\leq N\) for which \(\text{ind}(u_k) = 0\) but \(u_k \circ \varphi_k\) is not regular. But then \((\Sigma, j, u_k)\) has a subsequence converging to an element \((\Sigma, j, u)\) in \(\mathcal{M}_u(A, J, N)\), and since \((\Sigma, j)\) has only finitely many unbranched covers of degree at most \(N\) up to biholomorphic equivalence, we may also assume after reparametrization that a subsequence of \(\varphi_k\) converges to another unbranched cover \(\varphi : (\tilde{\Sigma}, \tilde{j}) \to (\Sigma, j)\) of degree at most \(N\). Since \(J \in \mathcal{J}(N)\), \(u \circ \varphi \) is regular, but this condition is open and thus gives a contradiction.

We claim next that \(\mathcal{J}(N)\) is dense. To see this, note first that by the standard transversality theory as in [MS04], any \(J \in J(M; \omega; U, J_0)\) has a perturbation \(J' \in J(M; \omega; U, J_0)\) for which all curves in \(\mathcal{M}_u(A, J', N)\) are Fredholm regular, as all of them have injective points mapped into \(U\). Since \(\mathcal{M}_u(A, J')\) is compact, the set of index 0 curves in \(\mathcal{M}_u(A, J', N)\) is now finite. For each individual such curve \((\Sigma, j, u)\) and each unbranched cover \(\varphi : (\tilde{\Sigma}, \tilde{j}) \to (\Sigma, j)\), the combination of Propositions 2.3, 2.4, and 2.5 provides a 1-parameter family of perturbed almost complex structures \((J_\tau \in J(M; \omega; U, J_0))\) with \(J_0 = J'\) such that the normal Cauchy-Riemann operator of \(u \circ \varphi\) becomes injective for sufficiently small \(\tau > 0\). Note that by the implicit function theorem, there is a natural bijective correspondence between the sets of index 0 curves in \(\mathcal{M}_u(A, J', N)\) and \(\mathcal{M}_u(A, J, N)\) for \(\tau\) sufficiently small. Now since the set of covers \(u \circ \varphi\) with \(u \in \mathcal{M}_u(A, J', N)\), \(\text{ind}(u) = 0\) and \(\deg(\varphi) \leq N\) is finite up to biholomorphic equivalence, one can repeat this procedure finitely many times to obtain an arbitrarily small perturbation \(J''\) of \(J\) for which all such covers become regular, meaning \(J'' \in \mathcal{J}(N)\).

Finally, the desired Baire subset can be defined as the countable intersection of the sets \(\mathcal{J}(N)\) for all possible \(N \in \mathbb{N}\), \(g \geq 0\) and \(A \in H_2(M)\), thus concluding the proof of Theorem 1.2 for embedded curves.
Remark 2.7. The difficulty in using this method to prove super-rigidity for branched covers is that for a given \((\Sigma, j)\) and \(N \in \mathbb{N}\), the set of inequivalent branched covers of \((\Sigma, j)\) with degree at most \(N\) is generally uncountable, so there is no guarantee that any single perturbation \(J_{\epsilon}\) could make the normal operator injective for all of them at once. The analytic perturbation trick unfortunately provides no obvious control over the function
\[
\varphi = \sup \{ t_0 > 0 \mid D_{\Delta, J_{\epsilon}}^k \text{ defined with respect to } J_{\epsilon} \text{ is injective for all } r \in (0, t_0] \},
\]
e.g. it could vary discontinuously as \(\varphi\) moves in the moduli space of branched covers.

The above argument could also be repeated verbatim to find corresponding Baire subsets of \(J(M; \mathcal{U}, J_{\epsilon})\) and \(\mathcal{J}^{\text{os}}(M, \mathcal{U}; J_{\epsilon})\) that establish regularity for unbranched covers of embedded curves. This means all simple curves without lost of generality if \(\dim \mathcal{M} \geq 6\), but a modified argument is needed in dimension four to handle curves with self-intersections. If \(\dim \mathcal{M} = 4\), we modify the definition of \(\mathcal{M}_e(A, J, N)\) as follows. For any simple curve \(u \in \mathcal{M}_e(A, J, 0)\) define the integer \(d(u) \geq 0\) by
\[
d(u) = \begin{cases} 0 & \text{if } u \text{ is trivial}, \\ 1 & \text{if } u \text{ is not trivial} \end{cases}
\]
Recall that by the adjunction inequality, this number satisfies
\[
A \cdot A \geq 2d(u) + e(A) - 2g,
\]
with equality if and only if \(u\) is immersed with only transverse double points. With this in mind, define
\[
d(A, g) := \frac{1}{2} (A \cdot A - e(A)) + 1 - g,
\]
and define \(\mathcal{M}_e(A, J, N)\) via conditions (1), (2) and (4) above, plus the following replacement of condition (3):

(3a) \(\min \{ |u(z)| \mid z \in \Sigma \} \geq \frac{1}{N}
\)

(3b) There exists a point \(z_0 \in \Sigma\) such that
\[
\inf_{z \in \Sigma} \frac{\text{dist}(u(z_0), u(z))}{\text{dist}(z_0, z)} = \frac{1}{N}
\]

(3c) \(\mathcal{M} \) contains \(d = d(A, g)\) distinct points \(p_1, \ldots, p_d \in \mathcal{M} \) at which \(u^{-1}(p_j) > 1\), and
\[
\text{dist}(p_1, \ldots, p_d, \Delta) \geq \frac{1}{N}
\]

where \(\Delta \subset M^d\) denotes the set of tuples \((x_1, \ldots, x_d)\) for which at least two of the points coincide.

The adjunction inequality implies that every curve in \(u \in \mathcal{M}_e(A, J, N)\) is immersed with transverse double points, all at distinct points in the image, and \(\bigcup_{N \in \mathbb{N}} \mathcal{M}_e(A, J, N)\) now consists of all curves in \(\mathcal{M}_e(A, J, N)\) that have these properties. The only other modification needed from the embedded case is in the proof that \(\mathcal{M}_e(A, J, N)\) is dense. This is where we need to allow \(J \in \mathcal{J}^{\text{os}}(M, \mathcal{U}; J_{\epsilon})\) instead of \(\mathcal{J}^{\text{os}}(M, \mathcal{U}; J_{\epsilon})\), as Proposition Proposition 2.9 does not provide an \(\omega\)-compatible perturbation if \(u\) has double points. Note however that after a small perturbation of any given \(J\), we are free to assume that all simple index 0 curves are immersed with transverse double points at separate points in the image (e.g. [Wisham Exercise 4.65 and §4.6]), in which case Propositions 2.9 and 3.1 can be used to find an \(\omega\)-tame perturbation in \(\mathcal{J}^{\text{os}}(N)\). With this established, the rest of the proof goes through as before.

3. Normal Perturbations of Almost Complex Structures

The purpose of this section is to prove Proposition 3.1. Fix a tame almost complex structure \(J \in \mathcal{J}^{\text{os}}(M, \mathcal{U}; J_{\epsilon})\) and a closed \(J\)-holomorphic curve \(u : (\Sigma, j) \to (M, J)\) that has image in \(\mathcal{U}\) and is immersed with at most finitely many double points, all transverse and at distinct points in the image. Note that if \(\dim \mathcal{M} \geq 6\), this assumption means \(u\) is embedded.

Choose a complex subbundle \(N_u \subset u^*TM\) such that \(u^*TM = T_u \oplus N_u\) where \(T_u := \text{im } du\) in the 4-dimensional case, our assumption about double points implies that we can also arrange
\[
(T_u)_z = (N_u)_z \quad \text{and} \quad (T_u)_z = (N_u)_z
\]
whenever \(u(z) = u(\zeta)\) with \(z \neq \zeta\). To construct a suitable perturbation of \(J\), fix \(Y \in \Gamma(\text{End}(TM))\) with support in \(\mathcal{U}\) and let
\[
\Phi := 1 + \frac{1}{2} Y \in \Gamma(\text{End}(TM)).
\]
We shall always assume that \(Y\) is \(C^1\)-small enough for \(\Phi\) to be everywhere invertible, in which case
\[
J' := \Phi J \Phi^{-1}
\]
defines an almost complex structure that is close to \(J\) and therefore tame if \(Y\) is sufficiently small. We shall make use of the splitting \(u^*TM = T_u \oplus N_u\) and restrict \(Y\) by assuming that along \(u\), it takes the block form
\[
Y(u(z)) = \begin{pmatrix} 0 & Y^{NT}(z) \\ 0 & 0 \end{pmatrix} \in \text{End}(T_u \oplus N_u) \quad \text{for all } z \in \Sigma,
\]
where \(Y^{NT}\) is a (necessarily complex) bundle map \(N_u \to T_u\). Note that if \(u\) has any double points then this condition requires \(Y\) to vanish at the images of those points. Writing the tangent and normal parts of \(J\) along \(u\) as \(J^T : T_u \to T_u\) and \(J^N : N_u \to N_u\) respectively, we now have
\[
\Phi(u(z)) = \begin{pmatrix} I & \frac{1}{2} J^T(z) Y^{NT}(z) \\ 0 & I \end{pmatrix} \quad \text{for all } z \in \Sigma,
\]
and thus
\[
J'(u(z)) = \begin{pmatrix} J^T(z) & Y^{NT}(z) \\ 0 & J^N(z) \end{pmatrix} \quad \text{for all } z \in \Sigma.
\]
This shows that \(J'_{\mid \mathcal{T} u} = J_{\mid \mathcal{T} u}\), so \(u\) is also \(J\)-holomorphic. We can now define a \(J\)-invariant normal bundle along \(u\) by
\[
N'_u := \Phi(N_u) \subset u^*TM,
\]
so \(\Phi|_{N'_u} : (N_u, J) \to (N'_u, J')\) is a complex bundle isomorphism by construction. Let \(\pi' : u^*TM \to T_u \oplus N'_u \to N'_u\) denote the resulting normal projection, which gives rise to a perturbed normal Cauchy-Riemann operator
\[
D'_{u} \equiv \pi' \circ D_u \bigg|_{(N'_u)} : \Gamma(N'_u) \to \Omega^{0,1}(\Sigma, N'_u).
\]
where $D_u'$ denotes the linearized Cauchy-Riemann operator for $u$ as a $J'$-holomorphic curve. Conjugating this with the bundle isomorphism gives an operator

$$\Phi^{-1} \circ D_u^N \circ \Phi : \Gamma(N_u) \to \Omega^1(\Sigma, N_u).$$

**Lemma 3.1.** There exists a smooth bundle map $A : N_u \to \text{Hom}_C(\Sigma, N_u)$ such that $\Phi^{-1} \circ D_u^N \circ \Phi = D_u^N + A$. For any connection $\nabla$ on $TM$, $A$ is given by the formula

$$A\eta = \pi_N \circ \nabla_u Y \circ T_u \circ j \circ \eta.$$

**Remark 3.2.** Implicit in the above statement is that the expression on the right hand side of the formula does not depend on the choice of connection. This will follow from a direct calculation in the proof, but the intuitive reason for it is that under the block decomposition of $\nabla_u Y$ given by the splitting $u^* TM - T_u \oplus N_u$, only the lower-left block (mapping $T_u$ to $N_u$) is relevant in the above expression, while the corresponding block of $Y$ itself has been assumed to vanish along $u$.

**Proof of Lemma 3.1.** In terms of the splitting $u^* TM = T_u \oplus N_u$, the perturbed normal projection $u^* TM \to N_u^*$ is given in block form by

$$\pi_N^* = \begin{pmatrix} 0 & \frac{1}{2} J^T Y N^T \\ 0 & 1 \end{pmatrix},$$

so using $2 \Phi^{-1} (u(z)) = \frac{1}{2} - T^T(z) Y N^T(z) \frac{1}{2}$, we find

$$\Phi^{-1} \circ \pi_N - \pi_N.$$

Recall now from [Wen10 Lemma 3.8] that $D_u$ maps sections of $T_u$ to $(0, 1)$-forms valued in $u^* TM$ with vanishing normal component. The same applies to $D_u'$, hence for $\eta \in \Gamma(N_u)$, we have $\Phi(\eta) = \eta \in \Gamma(T_u)$ and thus

$$\Phi^{-1} \circ D_u^N \circ \Phi (\eta) - (\Phi^{-1} \circ \pi_N) (\Phi(\eta)) = \pi_N (D_u^N \eta).$$

To compute $D_u^N \eta$, choose any smooth $1$-parameter family of maps $u_\rho : \Sigma \to M$ for $\rho = \langle -\infty, e \rangle$ with $u_0 = u$ and $d_u u_0 = -\eta$. Then for any connection $\nabla$ on $TM$ and any holomorphic local coordinate system $(s, t)$ on some open subset in $\Sigma$, the $(0, 1)$-form $D_u^N \eta$ is given locally by

$$(D_u^N \eta)_{\rho} = \begin{pmatrix} \nabla_u (\partial_u u + J'(u) \partial_s u_0) |_{\rho=0} \\
abla_u (\partial_u u + J(u_0) \partial_s u_0 + J'(u_0) - J(u_0) \partial_t u_0) |_{\rho=0} \\
abla_u (\partial_u J(u) \partial_t u_0 + \nabla_u (J(u) - J(u_0)) \partial_t u_0) |_{\rho=0} \\
abla_u (\partial_u J(u) \partial_s u_0 + \nabla_u (J(u) - J(u_0)) \partial_u u_0 + [J'(u) - J(u_0)] \partial_s u_0) |_{\rho=0} \\
abla_u (\partial_u J(u) \partial_t u_0 + \nabla_u (J(u) - J(u_0)) \partial_t u_0 + [J'(u) - J(u_0)] \partial_t u_0) |_{\rho=0} \\
abla_u (\partial_u J(u) \partial_s u_0 + \nabla_u (J(u) - J(u_0)) \partial_u u_0 + [J'(u) - J(u_0)] \partial_s u_0) |_{\rho=0} \\
\end{pmatrix}.$$  

By (3.4), the image of $J - J$ has vanishing normal component everywhere along $u$, so the third term on the right hand side of (3.4) does not contribute to $\pi_N (D_u^N \eta)$. Removing the local coordinates, we thus obtain the global expression

$$\Phi^{-1} \circ D_u^N \circ \Phi (\eta) = D_u^N \eta + \pi_N \circ \nabla_u (J - J) \circ T_u \circ j \circ \eta.$$
Remark 3.3. If \( J \) is \( \omega \)-compatible and \( u \) has double points, then the above proof fails to provide \( \omega \)-compatible perturbations \( J_u \); in a neighborhood of a double point, the last step in the construction generally forces the upper-right block of \( \mathcal{A} \) to take nonzero values, thus violating the symmetry condition required for \( \omega \)-compatibility. This is why the statement of Theorem 4.1 in the compatible case is limited to embedded curves.

4. Symmetric bundle isomorphisms

We now state and prove a result that implies Proposition 4.1.

Proposition 4.1. Suppose \( E \to \Sigma \) is a Hermitian vector bundle, let \( \langle \cdot , \cdot \rangle \) denote the real part of its bundle metric, and suppose \( L \to \Sigma \) is a complex line bundle. Then every homotopy class of complex-antilinear bundle isomorphism \( B : E \to \text{Hom}_{\mathbb{C}}(L, E) \) contains one that satisfies the condition

\[
\langle B(X), \eta \rangle = 0 \quad \text{for all } \langle X, \xi, \eta \rangle \in E \otimes E \otimes E.
\]

Observe first that a choice of complex-antilinear isomorphism \( B : E \to \text{Hom}_{\mathbb{C}}(L, E) \) is equivalent via the correspondence \( B \mapsto BX \) to a choice of complex-antilinear bundle map

\[
\tilde{B} : L \to \text{End}_{\mathbb{C}}(E)
\]

with the property that for all nonzero \( X \in L \), \( \tilde{B}(X) \) is invertible. Proposition 4.1 is then equivalent to showing that every homotopy class of bundle maps \( \tilde{B} \) with the above property contains one for which \( \tilde{B}(X) \) is always symmetric. This is clearly true for the restriction of \( B \) to the 0-skeleton of \( \Sigma \), since the space of antilinear isomorphisms on any complex vector space is connected and contains one that is symmetric. Extending this to the 2-skeleton and then the 3-skeleton of \( \Sigma \) is possible due to Proposition 3.6 below.

Identify \( \mathbb{C}^m \) with \( \mathbb{R}^{2m} \) so that \( \text{End}_{\mathbb{C}}(\mathbb{C}^m) \) is regarded as the real subspace of \( \text{End}_{\mathbb{C}}(\mathbb{R}^{2m}) = \text{End}_{\mathbb{R}}(\mathbb{C}^m) \) consisting of linear maps that commute with the standard complex structure \( i \in \text{GL}(2m, \mathbb{R}) \). We then define

\[
\text{Aut}_{\mathbb{C}}(\mathbb{C}^m) := \text{End}_{\mathbb{C}}(\mathbb{C}^m) \cap \text{GL}(2m, \mathbb{R}),
\]

\[
\text{Aut}_{\mathbb{R}}(\mathbb{C}^m) := \{ A \in \text{Aut}_{\mathbb{C}}(\mathbb{C}^m) \mid A = A^T \},
\]

where \( A^T \) means the usual transpose of real 2m-by-2m matrices.

Proposition 4.2. We have

\[
\pi_1(\text{Aut}_{\mathbb{C}}(\mathbb{C}^m), \text{Aut}_{\mathbb{R}}(\mathbb{C}^m)) = \pi_1(\text{Aut}_{\mathbb{C}}(\mathbb{C}^m), \text{Aut}_{\mathbb{R}}(\mathbb{C}^m)) = 0.
\]

The proof of the proposition occupies the remainder of this section. Observe first that the composition with the real-linear isomorphism

\[
\mathbb{C}^m \to \mathbb{C}^m : v \mapsto v
\]

identifies \( \text{Aut}_{\mathbb{C}}(\mathbb{C}^m) \) with \( \text{GL}(m, \mathbb{C}) \subset \text{GL}(2m, \mathbb{R}) \) and \( \text{Aut}_{\mathbb{R}}(\mathbb{C}^m) \) with \( \text{GL}(m, \mathbb{C}) := \{ A \in \text{GL}(m, \mathbb{C}) \mid A = A^T \}, \)

where in the latter case \( A^T \) denotes the transpose (not the adjoint!) of the \( m \)-by-\( m \) complex matrix \( A \), i.e. \( A^T = \overline{A}^\dagger \). The proposition is therefore equivalent to the computation

\[
(4.1) \quad \pi_1(\text{GL}(m, \mathbb{C}), \text{GL}(m, \mathbb{C})) = \pi_1(\text{GL}(m, \mathbb{C}), \text{GL}(m, \mathbb{C})) = 0.
\]

We prove this in five steps.

Step 1. Consider the map

\[
(4.2) \quad Q : \text{GL}(m, \mathbb{C})/O(m, \mathbb{C}) \to \text{GL}(m, \mathbb{C}) : A \mapsto A^T A,
\]

where \( O(m, \mathbb{C}) \) denotes the complex orthogonal group \( \{ A \in \text{GL}(m, \mathbb{C}) \mid A A^T = I \} \). We claim that \( Q \) is a bijection. Injectivity is easy to check; surjectivity follows from the fact that every \( A \in \text{GL}(m, \mathbb{C}) \) defines a symmetric nondegenerate complex bilinear form

\[
(v, w) \mapsto v^T A w,
\]

and all such forms are equivalent up to a choice of basis. Since \( \text{GL}(m, \mathbb{C}) \) is connected, it follows that \( \text{GL}(m, \mathbb{C}) \) is connected.

Step 2. We claim that for all \( m \in \mathbb{N}, O(m, \mathbb{C}) \) has exactly two connected components. It is clear that there are at least two, as every \( A \in O(m, \mathbb{C}) \) has det \( A = 1 \). It suffices therefore to prove that \( SO(m, \mathbb{C}) := \{ A \in O(m, \mathbb{C}) \mid \text{det } A = 1 \} \) is connected. This is true for \( m = 1 \) since \( SO(1, \mathbb{C}) \) is the trivial group. The claim then follows by induction using the fibration

\[
SO(m-1, \mathbb{C}) \to SO(m, \mathbb{C}) \xrightarrow{i} H^{m-1},
\]

where \( H^{m-1} := \{ v \in \mathbb{C}^m - v^Tv = 1 \} \) and \( i(A) \) is defined as the first column of \( A \). The fact that \( \pi \) is surjective can be proved using the same argument that is used in diagonalizing quadratic forms; it reduces to the fact that any \( v \in H^{m-1} \) can be extended to a complex basis \( v_1, \ldots, v_m \in H^{m-1} \) of \( \mathbb{C}^m \) such that \( v_i^Tv_j = \delta_{ij} \).

Step 3. We claim that \( \pi_1(\text{GL}(m, \mathbb{C})/O(m, \mathbb{C})) \cong \mathbb{Z} \) is generated by the projection to \( \text{GL}(m, \mathbb{C})/O(m, \mathbb{C}) \) of the path

\[
\gamma : [0, 1] \to \text{GL}(m, \mathbb{C}) : t \mapsto \left( \begin{array}{ccc} e^{\pi i t} & 0 & \cdots \\ 0 & 1 & \vdots \\ \vdots & \ddots & \ddots \end{array} \right).
\]

To see this, consider the long exact sequence of the fibration \( O(m, \mathbb{C}) \to \text{GL}(m, \mathbb{C}) \xrightarrow{\text{det}} \text{GL}(m, \mathbb{C})/O(m, \mathbb{C}) \):

\[
\cdots \to \pi_1(\text{GL}(m, \mathbb{C})) \xrightarrow{\text{det}} \pi_1(\text{GL}(m, \mathbb{C})/O(m, \mathbb{C})) \xrightarrow{\text{det}} \pi_0(O(m, \mathbb{C})) \to 0.
\]

Any loop in \( \text{GL}(m, \mathbb{C})/O(m, \mathbb{C}) \) can be represented as a path \( \beta : [0, 1] \to \text{GL}(m, \mathbb{C}) \) with \( \beta(0) = I \) and \( \beta(1) \in O(m, \mathbb{C}) \), and the map \( \vartheta \) can then be written as \( \vartheta(\beta) = \text{det } \beta(1) \in \{ 1, -1 \} = \pi_0(O(m, \mathbb{C})) \), applying the result of Step 2. Since \( \ker \vartheta = \mathbb{R}_+ \), any such path \( \beta \) with \( \text{det } \beta(1) = 1 \) is equivalent in \( \pi_1(\text{GL}(m, \mathbb{C})/O(m, \mathbb{C})) \) to a loop in \( \text{GL}(m, \mathbb{C}) \), and using the standard
computation of $\pi_1(\text{GL}(m, \mathbb{C})) = \pi_1(U(m))$, any such loop is homotopic to
\[ S^1 \to \text{GL}(m, \mathbb{C}) : t \mapsto \begin{pmatrix} e^{2\pi it} & 0 & \cdots & 0 \\ 0 & 1 & \cdots & 0 \\ \vdots & \vdots & \ddots & \vdots \\ 0 & 0 & \cdots & 1 \end{pmatrix} \]
for some $k \in \mathbb{Z}$. Thus any such element of $\pi_1(\text{GL}(m, \mathbb{C})/ O(m, \mathbb{C}))$ is an even power of $\gamma$. If on the other hand det $\beta(1) = -1$, then we can concatenate $\beta$ with the loop $t \mapsto [\beta(t)](t)$ in $\text{GL}(m, \mathbb{C})/ O(m, \mathbb{C})$, whose determinant at $t = 1$ is positive, implying that $\beta \cdot \gamma \in \pi_1(\text{GL}(m, \mathbb{C})/ O(m, \mathbb{C}))$ is an even power of $\gamma$, so this proves the claim.

Step 4. We claim that the composition of the map $Q$ in (5.2) with the inclusion $GL^2(m, \mathbb{C}) \hookrightarrow \text{GL}(m, \mathbb{C})$ induces an isomorphism
\[ \pi_1(\text{GL}(m, \mathbb{C})/ O(m, \mathbb{C})) = \pi_1(\text{GL}(m, \mathbb{C})). \]
This follows by computing the action of this map on the generators of $\pi_1(\text{GL}(m, \mathbb{C})/ O(m, \mathbb{C}))$ as described in Step 3.

Step 5. Consider the homotopy exact sequence for $(\text{GL}(m, \mathbb{C}), O(m, \mathbb{C}))$:
\[ \cdots \to \pi_2(\text{GL}(m, \mathbb{C}), O(m, \mathbb{C})) \xrightarrow{\partial_2} \pi_1(\text{GL}(m, \mathbb{C})/ O(m, \mathbb{C})) \xrightarrow{\alpha_1} \pi_1(\text{GL}(m, \mathbb{C}), GL^2(m, \mathbb{C})) \xrightarrow{\beta_1} \pi_0(\text{GL}(m, \mathbb{C}), O(m, \mathbb{C})) \to 0. \]
We showed in Step 4 that $\alpha_1$ is an isomorphism, thus $\alpha_1 = 0$, implying that $\partial_2$ is injective and thus
\[ \pi_1(\text{GL}(m, \mathbb{C}), GL^2(m, \mathbb{C})) = 0. \]
Moreover, the injectivity of $\alpha_1$ implies $\partial_1 = 0$, so $\alpha_2$ is surjective and, since $\pi_2(\text{GL}(m, \mathbb{C})) = \pi_2(U(m)) = 0$, $\pi_2(\text{GL}(m, \mathbb{C}), GL^2(m, \mathbb{C})) = 0$. This completes the proof of Proposition 5.4 and hence, by standard obstruction theory as in [Ste82], Proposition 6.1.

5. A Weitzenböck formula for antilinear perturbations

In preparation for the proof of Proposition 5.4 we now explain a generalization of the Weitzenböck formula that was derived in [8] for trivial bundles on the torus.

Throughout this section, we assume $(\Sigma, j)$ is a closed connected Riemann surface and $(E, J) \to (\Sigma, j)$ is a complex vector bundle of rank $m \in \mathbb{N}$ with Hermitian structure $(\ , \ )_E$. Fix also a $j$-invariant Riemannian metric on $\Sigma$, which is the real part of a Hermitian structure $(\ , \ )_\Sigma$ on $\Sigma$, and denote the induced volume form on $\Sigma$ by $d\nu$. This choice determines a complex-linear bundle isomorphism
\[ T\Sigma \to \Lambda^{0, 1} T^* \Sigma \to \mathbb{R}^{1, 0} : (\ , X)_\Sigma \]
and consequently a global trivialization
\[ \Lambda^{1, 0} T^* \Sigma \otimes \Lambda^{0, 1} T^* \Sigma \to \mathbb{C} : \lambda \otimes X^{0, 1} \mapsto \lambda(X). \]
Moreover, the rank $m$ complex bundle
\[ F := \Lambda^{0, 1} T^* \Sigma \otimes E \]
inherits from $(\ , \ )_\Sigma$ and $(\ , \ )_E$ a Hermitian bundle metric $(\ , \ )_F$, and we shall define real-valued $L^2$-pairings for sections of $E$ and $F$ by
\[ \langle \eta, \xi \rangle_{L^2(E)} := \text{Re} \int_{\Sigma} \langle \eta, \xi \rangle_E d\nu \quad \text{for } \eta, \xi \in \Gamma(E), \]
\[ \langle \alpha, \lambda \rangle_{L^2(F)} := \text{Re} \int_{\Sigma} \langle \alpha, \lambda \rangle_F d\nu \quad \text{for } \alpha, \lambda \in \Gamma(F). \]
Given any real-linear map $D : \Gamma(E) \to \Gamma(F)$, the formal adjoint $D^* : \Gamma(F) \to \Gamma(E)$ is defined via the relation
\[ \langle \lambda, D\eta \rangle_{L^2(F)} = \langle D^*\lambda, \eta \rangle_{L^2(E)} \quad \text{for all } \eta \in \Gamma(E), \lambda \in \Gamma(F). \]
Recall that $D : \Gamma(E) \to \Omega^1(\Sigma, \mathbb{R}) = \Gamma(F)$ is called a Cauchy-Riemann type operator on $E$ if it satisfies the Leibniz rule
\[ D(f\eta) = (\partial f)\eta + f\partial \eta \quad \text{for all } f \in C^\infty(\Sigma, \mathbb{R}), \eta \in \Gamma(E), \]
where $\partial f := df - i df \circ j$. Similarly, we will say that $D : E \to \Omega^1(\Sigma, \mathbb{R}) = \Gamma(\Lambda^{1, 0} T^* \Sigma \otimes E)$ is an anti-Cauchy-Riemann type operator on $E$ if it satisfies
\[ D(f\eta) = (\partial f)\eta + f\partial \eta \quad \text{for all } f \in C^\infty(\Sigma, \mathbb{R}), \eta \in \Gamma(E), \]
with $\partial f := df - i df \circ j$. If $D$ is of Cauchy-Riemann type, then it is well known that $D^*$ is conjugate via the complex bundle isomorphism to another Cauchy-Riemann type operator; more precisely, the natural complex bundle isomorphism
\[ \Lambda^{1, 0} T^* \Sigma \otimes F = \Lambda^{0, 1} T^* \Sigma \otimes \Lambda^{0, 1} T^* \Sigma \otimes E = E \]
defined via (5.2) identifies $-D^*$ with an anti-Cauchy-Riemann type operator
\[ -D^* : \Gamma(E) \to \Gamma(E) = \Gamma(\Lambda^{1, 0} T^* \Sigma \otimes F) = \Omega^1(\Sigma, \mathbb{R}). \]

Proposition 5.1. Suppose $D : \Gamma(E) \to \Gamma(F)$ is a real-linear Cauchy-Riemann type operator, $B : E \to F$ is a complex-antilinear bundle map satisfying the symmetry condition
\[ \text{Re} \langle \eta, B(\xi) \rangle_E = \text{Re} \langle B(\eta), \xi \rangle_E \quad \text{for all } (\eta, \xi) \in \Sigma \otimes \mathbb{C} \subset \Sigma \otimes E \]
and $D_B := D + B$. Then the complex vector bundle $\text{Hom}_c(E, F)$ admits a real-linear anti-Cauchy-Riemann type operator $\partial_B$ such that for all $\eta \in \Gamma(E)$,
\[ D_B^* D_B \eta = -D^* D\eta + B^* B\eta - (\partial_B B)\eta. \]
}\end{document}
Remark 5.2. In the above formula, the product of $\partial H B \in \Omega^{1,0}(\Sigma, \text{Hom}_{\mathbb{C}}(E, F))$ with $\eta \in \Gamma(E)$ is interpreted as a section of $E$ via the product pairing

$$(\Lambda^{1,0} T^* \Sigma \otimes \text{Hom}_{\mathbb{C}}(E, F)) \otimes E \to \Lambda^{1,0} T^* \Sigma \otimes F$$

and the isomorphism $\text{E}$. The proof of Proposition $\text{E}$ will rely mainly on a few basic observations about anti-Cauchy-Riemann operators. Recall that a complex-valued function $f$ on an open subset of $\Sigma$ is called antiholomorphic if it satisfies $\overline{\partial} f = 0$. The composition of a holomorphic and an antiholomorphic function is antiholomorphic, and the product of two antiholomorphic functions is also antiholomorphic, thus it makes sense to speak of antiholomorphic vector bundles over $\Sigma$. Anti-Cauchy-Riemann type operators have several properties analogous to Cauchy-Riemann type operators, notably:

1. The difference between two anti-Cauchy-Riemann type operators on the same bundle is a zero-tensor operator.
2. The complex-linear part of any real-linear anti-Cauchy-Riemann type operator is also an anti-Cauchy-Riemann type operator.
3. Every antiholomorphic vector bundle carries a natural complex-linear antiholomorphic Cauchy-Riemann operator that annihilates local antiholomorphic sections, and conversely, every complex-linear antiholomorphic Cauchy-Riemann operator on $(E, J) \to (\Sigma, j)$ induces an antiholomorphic bundle structure in this way.

The first two statements are easy consequences of the Leibniz rule $\text{E}$. The third is non-trivial, but is equivalent to the corresponding fact about Cauchy-Riemann type operators and holomorphic bundles over Riemann surfaces.

Lemma 5.3. Suppose $E_1$ and $E_2$ are complex vector bundles over $(\Sigma, j)$ endowed with anti-Cauchy-Riemann type operators $D_1$ and $D_2$ respectively. Then $\text{Hom}_{\mathbb{C}}(E_1, E_2)$ admits an anti-Cauchy-Riemann type operator $D_{12}$ such that for all $\Phi \in \Gamma(\text{Hom}_{\mathbb{C}}(E_1, E_2))$ and $\eta \in \Gamma(E_1)$,

$$D_{12}(\Phi \eta) = (D_{12} \Phi) \eta + \Phi(D_1 \eta).$$

Proof. Write $D_1 = D_1^+ + A$ and $D_2 = D_2^+ + B$, where $D_1^+$ and $D_2^+$ are complex-linear anti-Cauchy-Riemann type operators (e.g. the complex-linear parts of $D_1$ and $D_2$ respectively), so $A : E_1 \to \Lambda^{1,0} T^* \Sigma \otimes E_1$ and $B : E_2 \to \Lambda^{0,1} T^* \Sigma \otimes E_2$ are zero-tensor operators. Then $D_1^+$ and $D_2^+$ induce antiholomorphic bundle structures on $E_1$ and $E_2$, and $\text{Hom}_{\mathbb{C}}(E_1, E_2)$ therefore inherits local trivializations with transition maps that are products of antiholomorphic functions, giving rise to an antiholomorphic structure and a corresponding complex-linear anti-Cauchy-Riemann operator $D_{12}$ that satisfies

$$D_{12}(\Phi \eta) = (D_{12} \Phi) \eta + \Phi(D_1 \eta)$$

for all $\Phi \in \Gamma(\text{Hom}_{\mathbb{C}}(E_1, E_2))$ and $\eta \in \Gamma(E_1)$. The desired operator can then be defined as $D_{12} = D_{12}^+ + C$, where $C : \text{Hom}_{\mathbb{C}}(E_1, E_2) \to \Lambda^{1,0} T^* \Sigma \otimes \text{Hom}_{\mathbb{C}}(E_1, E_2)$ is a bundle map taking the form

$$(C \Phi) \eta = B(\Phi \eta) - \Phi(A \eta) \in \Lambda^{1,0} T^* \Sigma \otimes E_2$$

for $(\Phi, \eta) \in \text{Hom}_{\mathbb{C}}(E_1, E_2) \otimes E_1$. □

For any vector bundle $(E_1, J_1)$ over $\Sigma$, let $E_1^\perp$ denote its conjugate bundle, defined as the same real vector bundle but with complex structure $-J_1$. The identity map gives a natural complex-linear bundle isomorphism

$$E_1 \to E_1^\perp : v \mapsto \overline{v},$$

and if $E_1$ carries a Hermitian bundle metric $(\cdot, \cdot)_{E_1}$, its conjugate inherits a Hermitian structure defined by

$$\langle \overline{v}, \overline{w} \rangle_{E_1} = (v, w)_{E_1}.$$

There are canonical complex-linear bundle isomorphisms

$$(E_1 \otimes E_2)^\perp = E_2^\perp \otimes E_1^\perp, \quad \text{Hom}_{\mathbb{C}}(E_1, E_2)^\perp = \text{Hom}_{\mathbb{C}}(E_2^\perp, E_1^\perp), \quad \text{Hom}_{\mathbb{C}}(E_1, E_2) = \text{Hom}_{\mathbb{C}}(E_1^\perp, E_2^\perp),$$

where the third of these identifies $\beta \in \text{Hom}_{\mathbb{C}}(E_1^\perp, E_2)$ with the antilinear map

$$B : E_1 \to E_2 : \eta \mapsto \overline{\eta}.$$

The metric on $\Sigma$ determines a complex-linear isomorphism

$$\langle \cdot, \cdot \rangle : \Lambda^{1,0} T^* \Sigma \to \Lambda^{1,0} : (X, \cdot),$$

so together with $\text{E}_1$, this identifies $\Lambda^{1,0} T^* \Sigma$ and $\Lambda^{0,1} T^* \Sigma$ with each other's conjugate bundles. Observe now that if $D : \Gamma(E) \to \Gamma(F)$ is a Cauchy-Riemann type operator, then

$$D^\perp := D$$

defines an anti-Cauchy-Riemann type operator

$$(D^\perp) : \Gamma(E^\perp) \to \Gamma(F^\perp) = \Gamma(\Lambda^{1,0} T^* \Sigma \otimes E^\perp) = \Gamma(\Lambda^{1,0} T^* \Sigma \otimes E^\perp) = \Omega^{1,0}(\Sigma, E^\perp).$$

Given an antilinear bundle map $B : E \to F$, let $\beta : E^\perp \to F$ denote the corresponding complex-linear bundle map such that

$$B \eta = \beta \overline{\eta}.$$

and let $\beta^1 : F \to E^\perp$ denote the adjoint of $\beta$ with respect to the Hermitian structures on $E^\perp$ and $F$, i.e.

$$\langle \overline{\beta \eta}, \lambda \rangle_{E^\perp} = \langle \beta^1 \lambda, \overline{\eta} \rangle_{E^\perp}$$

for all $(\overline{\beta \eta}, \lambda) \in E^\perp \otimes F$. Conjugating this then gives a bundle map

$$\beta^1 : \overline{\beta \eta} : F^\perp \to E.$$

We claim that $\beta : E^\perp \to F$ can also be regarded as a bundle map $E^\perp \to E^\perp$. Indeed, using the isomorphism

$$F^\perp = \Lambda^{1,0} T^* \Sigma \otimes E^\perp = \Lambda^{0,1} T^* \Sigma \otimes E^\perp,$$

we obtain from $\beta : E^\perp \to F$ a bundle map

$$F^\perp = \Lambda^{0,1} T^* \Sigma \otimes E^\perp \subseteq \Lambda^{1,0} T^* \Sigma \otimes E^\perp,$$

where the target can be identified with $E$ via $E^\perp$. □

Lemma 5.4. Fix a complex-linear bundle map $\beta : E^\perp \to F$ and let $B : E \to F : \eta \mapsto \beta \overline{\eta}$. Then $B$ satisfies the symmetry condition $\beta^1$ if and only if $\beta$ and $\beta^1$ define identical bundle maps $F^\perp \to E$. □
Proof. It will suffice to show that (5.3) holds if and only if for every $z \in \Sigma$, $\eta \in E_z$ and $\lambda \in F_z^*$,
\[
\text{Re}(\langle \lambda, \eta \rangle) = \text{Re}(\langle \beta \lambda, \eta \rangle).
\]
Choose any nonzero vector $X \in T_\Sigma \Sigma$; we can then write $\lambda = X^{\otimes 0,1} \otimes \xi \in \Lambda^{0,1} T_\Sigma \Sigma \otimes E_z = F_z$ where $\xi := \lambda(X)/|X|^2_{E_z} \in E_z$. Similarly, $\beta\eta = B\eta = X^{\otimes 0,1} \otimes \theta$, where $\theta := B\eta(X)/|X|^2_{E_z} \in E_z$. Then
\[
\langle \beta \lambda, \eta \rangle = \langle \lambda, \beta \eta \rangle_{F_z} = \langle \langle \lambda, \beta \eta \rangle, \eta \rangle_F_Z = \langle \langle X, X \rangle, B(X, \eta) \rangle_{E_z} = \langle \beta \lambda(X), \eta \rangle_E.
\]
Likewise, writing $\beta\xi = X^{\otimes 0,1} \otimes \xi$ for $\xi := B\xi(X)/|X|^2_{E_z} \in E_z$, we use the natural isomorphisms (5.2) and (5.1) and
\[
(\Lambda^{0,1} T^* \Sigma)^c \to \Lambda^{1,0} T^* \Sigma : \gamma \mapsto X^{\otimes 0,1}
\]
to obtain
\[
\langle \beta \lambda, \eta \rangle_F = \langle \beta \lambda(X) \otimes \xi, \eta \rangle_E = \langle X^{\otimes 1,0} \otimes \beta \xi, \eta \rangle_E = \langle X^{\otimes 0,1} \otimes X^{\otimes 0,1} \otimes \xi, \eta \rangle_E
\]
\[
= \left\langle \left( X, X \right) \frac{1}{|X|^2_{E_z}} B(X, \eta) \right\rangle_E = \left\langle B(X, \eta) \right\rangle_E.
\]
\[
\square
\]
Proof of Proposition 5.2. Writing $D^*_B - D^* + B^*$, we first expand
\[
D_B^* B\eta = (D^* + B^*) (D^* + B^*) \eta = D^* D_B^* + B^* B_B + D_B^* (B_B) + B^* (B_B).
\]
We see that all derivatives of $\eta$ cancel in the sum of the last two terms. Write $B_B = \beta \eta$, where $\beta \in \Gamma(\text{Hom}_C(E, F))$. To understand $D^* (B_B) = D^*_B (\beta \eta)$, we can view $-D^*$ as an anti-Cauchy-Riemann type operator on $F$, and since $D^*_B$ is likewise an anti-Cauchy-Riemann type operator on $E^*$, Lemma 5.3 provides an anti-Cauchy-Riemann type operator $\delta_B^*$ on $\text{Hom}_C(E^*, F)$ such that
\[
- D^*_B (\beta \eta) = (\delta_B^* \beta) \eta + \beta D^*_B \eta.
\]
For the final term in the expansion, observe that for any $z \in \Sigma$, $\xi \in E_z$ and $\lambda \in F_z$,
\[
\text{Re}(\langle \lambda, B_B \rangle) = \text{Re}(\langle \lambda, B \eta \rangle) = \text{Re}(\beta \lambda, \eta)_{E_z} - \text{Re}(\langle \beta \lambda, \eta \rangle)_{E_z} = \text{Re}(\beta \lambda, \eta)_{E_z} - \text{Re}(\beta \lambda, \eta)_{E_z},
\]
which gives the formula $B^* \lambda = \beta \lambda$, hence
\[
B^* (B\eta) = \beta \lambda \cdot D^*_B \eta.
\]
Putting together and applying Lemma 5.3, we have
\[
D^*_B (B\eta) = \beta \lambda \cdot D^*_B \eta + (\delta_B^* \beta) \eta + B^* (D_B^* \eta) = (\delta_B^* \beta) \eta + B^* (D_B^* \eta)
\]
and the stated formula follows by using the natural identification of $\text{Hom}_C(E, F)$ with $\text{Hom}_{\Sigma}(E, F)$ to view $\delta_B^*$ as an anti-Cauchy-Riemann type operator on the latter.
\[
\square
\]
Suppose next that $(\Sigma, j)$ is another closed connected Riemann surface.
also on a neighborhood $\mathcal{U} \subset \Sigma$ of $\varphi(z_0)$ and assume without loss of generality that $\varphi(\mathcal{U}) = \mathcal{U}$. Next, fix a unitary trivialization of $E|_{\mathcal{U}}$, pull it back to define a trivialization of $\varepsilon|_{\mathcal{U}}$, and use this together with the frame $d\Omega$ to trivialize $F = \Lambda^{p,1} T^* \Sigma \otimes E$ over $\mathcal{U}$. These trivializations identify $D$ and $D'$ locally with operators of the form

$$D = \partial + A, \quad D' = \partial + \bar{A},$$

where $\partial = \partial_x + i \partial_y$, $A : \mathcal{U} \to \text{End}_b(\mathcal{U})$ and $\bar{A} : \mathcal{U} \to \text{End}_b(\mathcal{U})$. Using the natural trivialization induced on $E|_{\mathcal{U}}$, for which the canonical antilinear isomorphism $\overline{E} \to \overline{E}^e$ appears as complex conjugation, $D'$ can now be written as

$$\overline{D}' = \partial + \bar{A}^t,$$

where $\bar{A}^t : \mathcal{U} \to \text{End}_b(\mathcal{U})$ is defined by $\bar{A}^t \eta = \overline{A^t \eta}$. Observe now that our trivializations of $\overline{E}$ and $\overline{F}$ over $\mathcal{U}$ are both unitary, and since the area form $\mathcal{U}$ is also standard in coordinates, the formal adjoint of $D$ takes the form

$$\overline{D}' = \overline{D} + \partial^T.$$

From these expressions and the Leibniz rule (cf. the proof of Lemma 3.10), one derives a function $C : \mathcal{U} \to \text{End}_b(\mathcal{U})$ such that the local formula for $\overline{D}_H$ as a differential operator on $\mathcal{U}$ with values in $\text{End}_b(\mathcal{U})$-valued functions is

$$\overline{D}_H \eta = \partial \eta + C \eta.$$

Recall now that since $\overline{D} = D + A$ and $\bar{A}$ represents elements of $\Omega^b(\Sigma, \text{End}_b(E))$ and $\Omega^b(\Sigma, \text{End}_b(\overline{E}))$ respectively, with the latter being the pullback of the former via $\varphi$. To make this explicit, the function $A : \mathcal{U} \to \text{End}_b(\mathcal{U})$ represents a $(0,1)$-form that corresponds under our trivialization of $E|_{\mathcal{U}}$ to $d\Omega \otimes A \in \Omega^b(\text{End}_b(\mathcal{U}))$, and $\bar{A}$ then corresponds to the pullback $\varphi^* (d\Omega \otimes A) = d\zeta \otimes (\beta \circ \varphi) = d\zeta \otimes \beta^* \cdot (\beta \circ \varphi)$, giving the relation

$$\overline{A}^t(\zeta) = \overline{\varphi}(\zeta) \cdot \overline{A}(\varphi(\zeta)).$$

This implies an estimate of the form $|\overline{A}^t(\zeta)| \leq c|\varphi^*(\zeta)|$ and, by 3.9, a similar estimate for $|\overline{C}^t(\zeta)|$. Finally, viewing $\beta$ as a $(0,1)$-form valued in $\text{Hom}_c(E, \overline{E})$, it is also the pullback of a $\text{Hom}_c(E, \overline{E})$-valued $(0,1)$-form and is thus similarly represented in trivializations by a function $\beta : \mathcal{U} \to \text{End}_b(\mathcal{U})$ satisfies

$$\overline{\beta}(\zeta) = \overline{\varphi}(\zeta) \beta(\varphi(\zeta))$$

for some function $\beta : \mathcal{U} \to \text{End}_b(\mathcal{U})$. The estimate $|\partial \overline{D}_H \beta| = |\partial \beta + \overline{C} \beta| \leq c|\varphi^*|'$ now follows by a short calculation: indeed, $|\overline{C} \beta| \leq |\overline{C}^t| \cdot |\beta| \leq c|\varphi^*|'$ for some $c > 0$, and since $\overline{\varphi}$ is antiholomorphic $|\partial \beta| = |\partial \beta^t \circ \varphi| = |\varphi(\partial \beta^t \circ \varphi)|$ similarly satisfies $|\partial \beta| \leq c|\varphi^*|^2$. □

6. Regularity for the linearized operator

We now state and prove a linear perturbation result that implies Proposition 5.6. The result is a higher-dimensional generalization of results for complex line bundles that were proved by Taubes [Taub65, Taub92], and similar results stated in [Hat92].

Assume $(\Sigma, J)$ and $(\Sigma, J)$ are closed connected Riemann surfaces, $\varphi : (\Sigma, J) \to (\Sigma, J)$ is a holomorphic map of degree $d \geq 1$, $(E, J) \to (\Sigma, J)$ is a complex vector bundle of rank $m \geq 1$, and $D : \Gamma(E) \to \Omega^b(\Sigma, E)$ is a real-analytic Cauchy-Riemann type operator. As in the previous section, we shall abbreviate

$$\overline{E} = \varphi^* E, \quad \overline{D} = \varphi^* D,$$

where $\varphi^* D : \Gamma(E^* \varphi^* E) \to \Omega^b(\Sigma, \varphi^* E)$ denotes the induced Cauchy-Riemann type operator on the pullback (see Definition 5.6).

Now assume $\text{ind}(D) = 0$. By the Riemann-Roch formula, this means

$$-c_1(E) = -m(\Sigma) + c_1(E) = -J(\text{Hom}_c(\Sigma, E)),$$

so there exists a complex-analogue bundle isomorphism

$$B : \overline{E} \to \text{Hom}_c(\Sigma, E),$$

Choosing a Hermitian bundle metric $(\cdot, \cdot)_E$ on $E$, we can also arrange by Proposition 5.6 that $B$ satisfies the symmetry condition

$$6.1 \quad \overline{\text{Re}(\xi, B\eta(X))} = \text{Re}(B(X, \xi, \eta)) \quad \text{for all } (X, \xi, \eta) \in T \Sigma \otimes E \otimes \overline{E}.$$

This gives rise to a 1-parameter family of real-analytic Cauchy-Riemann type operators on $E$, defined by

$$\overline{D}_r = \varphi^*(D + r B) = \overline{D} + r \overline{B},$$

for $r \in \mathbb{R}$, where we abbreviate $B := \text{Re}(B(X, \xi, \eta)) \in \text{End}_b(\Sigma, E)$-valued $(0,1)$-form. Let $Z(d\varphi) \geq 0$ denote the algebraic count of branch points of $\varphi$, which is $\varphi(\Sigma) = \text{Hom}_c(\Sigma, E)$ and $\text{Riemann-Hurwitz}$ formula. Then

$$\text{ind}(\overline{D}_r) = m(\Sigma) + 2c_1(\varphi^* E) = m(\overline{\varphi}(\Sigma) - Z(d\varphi)) + 2c_1(\Sigma),$$

for all $r \in \mathbb{R}$. □

Theorem 6.1. The operators $\overline{D}_r : \Gamma(E) \to \Omega^b(\Sigma, E)$ defined above are injective for all $r \in \mathbb{R}$ outside of a discrete subset.

Remark 6.2. The proof of Theorem 6.1 only requires the special case of Theorem 5.6 for which $\varphi : (\Sigma, J) \to (\Sigma, J)$ is branched, and in this case the proof below becomes somewhat simpler, e.g. it does not require Lemma 6.2. The general case of Theorem 6.1 may nonetheless be useful for proving stronger super-rigidity results.

As in 5.6, we can use analytic perturbation theory to reduce this theorem to a statement for particular values of $r$. We first extend $D_r$ to a Fredholm operator between Hilbert spaces $H$ and $L^2$, each regarded as real vector spaces (since $D_r$ itself is real and not complex linear), then complexify and consider the family of complex-linear Fredholm operators

$$\overline{D}_r : \overline{H} \to \overline{L^2 \text{Hom}_c(\Sigma, E)},$$

for $r \in \mathbb{C}$. This family depends holomorphically on $r$. Note that for $r \in \mathbb{R}$, the underlying operator $D_r$ is injective whenever its complexification is injective. Thus by Proposition 5.6, in the appendix, in order to prove Theorem 6.1, it suffices to establish the following:

Lemma 6.3. The operator $\overline{D}_r$ is injective for all sufficiently large $r > 0$. 

Proof. Choose a Hermitian bundle metric on $T^* \Sigma$ that matches the standard Hermitian inner product in some choice of local holomorphic coordinates near each of the branch points $p_i$. This gives rise to a family of formal adjoint operators $D^*_\eta$ with $D^*_\eta : \mathcal{D}^*$ such that by Proposition A.1,

$$D^*_\eta \eta = D^* \eta + \tau B^* \eta - \tau (\partial \eta) \eta,$$

and Lemma A.2 also implies

$$|\partial \eta| \leq c_1 |\eta|^2$$

for some $c_1 > 0$. Since $B$ is a bundle isomorphism, we can find another constant $c_2 > 0$, such that $|\eta| \geq c_2 |\eta|$ and thus

$$|\bar{\eta}| \geq c_2 |\eta| \cdot |\eta|.$$

We then find for every $\eta \in \Gamma(\mathcal{E})$,

$$\|D^*_\eta \eta\|^2_L = \left\langle \eta, D^*_\eta \eta \right\rangle_L = \left\langle \eta, D^* \eta + \tau B^* \eta - \tau (\partial \eta) \eta \right\rangle_L = \left\langle \eta, D^* \eta \right\rangle_L + \tau B^* \eta_L - \tau (\partial \eta) \eta_L \geq (\tau c_2 - \tau c_1) \|\eta\|^2,$$

where the constants $c_1, c_2 > 0$ are independent of $\eta$. Since $|\eta|^2 > 0$ almost everywhere, we conclude that $D^*_\eta$ is injective whenever $\tau c_2 - \tau c_1 > 0$. \halmos

Appendix A. Some analytic perturbation theory

The linear perturbation argument of [6] requires a basic ingredient from analytic perturbation theory in the spirit of [Ko]. Since we were not able to find a reference for the precise result we need, we have included a proof of it in this appendix for the sake of completeness.

Given complex Banach spaces $X$ and $Y$, denote by $\mathcal{L}(X, Y)$ the Banach space of bounded complex-linear operators $X \to Y$, abbreviate $\mathcal{L}(X) := \mathcal{L}(X, X)$, and let $\text{Fred}(X, Y) \subset \mathcal{L}(X, Y)$ denote the open subset consisting of Fredholm operators. Since $\text{Fred}(X, Y)$ carries a natural complex structure as a subset of $\mathcal{L}(X, Y)$, it makes sense to speak of holomorphic maps into $\text{Fred}(X, Y)$, i.e. maps which are Fréchet differentiable with complex-linear derivative.

Proposition A.1. Suppose $U \subset \mathbb{C}$ is a connected open subset and $U \to \text{Fred}(X, Y) : \tau \mapsto T_\tau$ is a holomorphic map and let

$$Z = \{ \tau \in U \mid T_\tau \text{ is not injective} \}.$$

Then either $Z$ is a discrete subset of $U$, or $Z = U$.

Proof. Given any $T_0 \in \text{Fred}(X, Y)$, there exist splittings into closed linear subspaces

$$X = V \oplus \ker T_0, \quad Y = W \oplus \text{coker} T_0,$$

such that $T_0|_V$ is an isomorphism $V \to W$. Using this splitting, we can write any other $T \in \text{Fred}(X, Y)$ in block form as

$$T = \begin{pmatrix} A & B \\ C & D \end{pmatrix},$$

and define $U \subset \text{Fred}(X, Y)$ to be the open neighborhood of $T_0$ for which the block $A$ is invertible. We can then define a holomorphic map

$$\Phi : \mathbb{C} \to \mathcal{L}(\ker T_0, \text{coker} T_0) : \tau \mapsto D - \tau A^{-1} B.$$

We claim that for all $\tau \in U$, $\ker T \cong \Phi(\tau)$. To see this associate to $T$ the isomorphism

$$\psi = \begin{pmatrix} 1 & 0 \\ 0 & \Phi(\tau) \end{pmatrix} \in \mathcal{L}(V \oplus \ker T_0) \cong \mathcal{L}(X),$$

Then $\psi^* = (A 0 \Phi(\tau))$, and since $A$ is invertible, $\ker \psi = (0) \oplus \Phi(\tau)$, from which the claim follows.

Now if $U \to \text{Fred}(X, Y) : \tau \mapsto T_\tau$ is a family of operators depending holomorphically on $\tau$, then fixing any $\tau_0 \in U$ and placing $T_{\tau_0}$ in the role of $T_0$ above, one can define $\Phi$ on a neighborhood of $T_0$ so that

$$\tau \mapsto \Phi(T_\tau)$$

defines a holomorphic curve mapping into the finite-dimensional complex vector space $\mathcal{L}(\ker T_{\tau_0}, \text{coker} T_{\tau_0})$ for $\tau$ in a neighborhood of $\tau_0$. The set of all $\tau$ near $\tau_0$ for which $T_\tau$ is not injective then corresponds to the intersections of this holomorphic curve with the stratified complex subvariety of noninjective maps in $\mathcal{L}(\ker T_{\tau_0}, \text{coker} T_{\tau_0})$, which has positive codimension. The proposition thus follows from the standard results on intersections of holomorphic curves with complex submanifolds. \halmos
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