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1. Lecture 1

Let Y be a closed, orientable, Riemannian 3-manifold.

Definition 1.1. A spinc structure on Y is a unitary rank 2 complex (namely U(2))
vector bundle S → Y (with Hermitian metric on S denoted by h, Riemannian metric
on Y denoted by g) with Clifford multiplication ρ : TY → Hom(S, S) which is a
bundle map with the image su(S) = {a | tra = 0, a∗ = −a} (where a∗ is defined by

h(ax, y) = h(x, a∗y)), such that, denoting h̃(a, b) = 1
2 tr(a∗b),

ρ : (TY, g)→ (su(S), h̃)

is a bundle isometry.

Exercise 1.2. More concretely, let σ1 =

(
i 0
0 −i

)
, σ2 =

(
0 −1
1 0

)
, σ3 =

(
0 i
i 0

)
.

Then can choose orthonormal basis ei of TyY and basis for Sy such that ρ(ei) = σi.

Exercise 1.3. Look up why for 3-manifold Y , TY is trivial. Then show a spinc

structure for Y always exists.

For any Hermitian line bundle L→ Y , any spinc structure s0 = (S0, ρ0), define
s = (S, ρ) where S := S0 ⊗ L and ρ := ρ0 ⊗ IdL. We remark (c.f. the main
reference [KM]) up to isomorphism (bundle isomorphism intertwining the Clifford
multiplications), any two spinc structures are related this way.

Complex line bundle up to isomorphism via c1 is H2(Y ; Z), thus space of iso-
morphism classes of spinc structures is an affine space over H2(Y ; Z).

Let X be an oriented, Riemannian 4-manifold.

Definition 1.4. A spinc structure on X is a Hermitian rank 4 (namely U(4))
vector bundle SX → X with Clifford multiplication ρX : TX → Hom(SX , SX),
such that for each x ∈ X, we can find orthonormal basis e0, e1, e2, e3 such that

ρ(e0) =

(
0 −I2
I2 0

)
, ρ(ei) =

(
0 −σ∗i
σi 0

)
for i = 1, 2, 3 for some orthonormal basis

of (SX)x. Here, I2 is 2 by 2 identity matrix.

Using the metric g, we can induce ρX : T ∗X → Hom(SX , SX) with the same
notation. We can extend to forms: ρ(α∧β) = 1

2

(
ρ(α)ρ(β)+(−1)degα deg βρ(β)ρ(α)

)
.

Exercise 1.5. ρ(vol) =

(
−I2 0

0 I2

)
.
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Definition 1.6. Let S+ denote the −1 eigenspace of ρ(vol) and S− the 1 eigenspace
of ρ(vol). They are called the positive and negative spin bundle with sections called
spinors. So SX = S+ ⊕ S−.

For e ∈ TxX, ρ(e) : S+
x → S−x .

Hodge star operator ∗ : ΛkX → ΛdimX−kX is defined by α ∧ ∗β = g(α, β)vol,
where the metric on forms is induced from g and denoted by the same notation.
Here X is a 4-manifold, and let Λ± denote the ±1 eigenspace of ∗ : Λ2X → Λ2X,
elements of which are called self-dual and anti-self-dual 2-forms respectively.

Exercise 1.7. ρ : Λ+ → su(S+) is a bundle isometry. ρ : Λ+ → End(S−) is 0. For
any unit vector e ∈ TxX, detρ(e) : Λ2S+

x → Λ2S−x is independent of e.

Definition 1.8. For a spinc structure (SX , ρ), Aut(SX , ρ) is the group of unitary
bundle automorphisms of SX that commute with ρ. This is precisely {u : X → S1}
called gauge group GX , which acts on SX by scalar multiplication. The same is
true for 3-manifold Y , Aut(S, ρ) = {u : Y → S1}.

Definition 1.9. A connection ∇A on a bundle SX → X over Riemannian X is a
C-linear map ∇A : Γ(SX) → Γ(T ∗X ⊗ SX) such that ∇A(fs) = f∇As + df ⊗ s.
We can extend it using Levi-Civita connection ∇X on X, and recall the curvature
FA ∈ Γ(Λ2X ⊗End(SX)) is defined via ∇A(∇A(s)) = FA(s). A connection ∇A on
a unitary bundle SX with a metric h is called unitary, if

d
(
h(s, s̃)

)
= h(∇As, s̃) + h(s,∇As̃).

A connection ∇A on an oriented Riemannian 4-manifold X with a spinc structure
s = (SX , ρ) is called a spinc connection, if it is unitary and ρ is parallel, namely

(∇Aρ)(v)(s) := ∇A
(
ρ(v)(s)

)
− ρ(∇Xv)(s)− ρ(v)(∇As) = 0

for all local sections v and s.

Remark 1.10. In particular, parallel transport via ∇A preserves SX = S+ ⊕ S−.

Two spinc connections Ã and A differ by a⊗ IdSX = a for some a ∈ Ω1(X; iR).

Definition 1.11. The Dirac operator DA : Γ(SX)→ Γ(SX) is defined as the com-

position Γ(SX)
∇A−→ Γ(T ∗X ⊗ SX)

ρ−→ Γ(SX), where the second map is pointwise
map

(
ρ : T ∗X → End(SX)

)
=
(
ρ : T ∗X ⊗ SX → SX

)
induced from ρ.

If ∇Ã := ∇A + a, then ∇Ã = DA + ρ(a).

Definition 1.12. As in Remark 1.10, we can decompose DA = D+
A + D−A , where

D±A : Γ(S±)→ Γ(S∓).

A spinc connection A induces connection on Λ2S+ and Λ2S− which are identified
under det ρ(e) for any unit vector e, denoted by At. Note ∇Ãt = ∇At + 2a.

Let u : X → S1 be an element of GX , it acts on connection via u(A) = A−u−1du,
due to S1 is Abelian.

Definition 1.13. In dimension 3, spinc connection B, Dirac operator DB is defined
the same way.

Let X be oriented Riemannian 4-manifold. sX = (SX , ρ) a spinc structure.
Consider a pair (A,Φ) where A is a spinc connection and Φ ∈ Γ(S+).
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Denote (ΦΦ∗)0 the traceless part of Φ⊗Φ∗ (omitting the tensor product), which
is ΦΦ∗ − 1

2 tr(ΦΦ∗)IdS+ = ΦΦ∗ − 1
2 |Φ|

2IdS+ . It is Hermitian and traceless, thus is
i times skew-Hermitian. Thus lies in iρ(Λ+) = ρ(Λ+i). So it makes sense to write
down the following Seiberg-Witten (SW) equation.{

1
2ρ(F+

At)− (ΦΦ∗)0 = 0

D+
AΦ = 0

Exercise 1.14. Denote the LHS of the above as F(A,Φ). Check that

D(A,Φ)F : (a, φ) 7→ (ρ(d+a)− (φΦ∗ + Φφ∗)0, D
+
Aφ+ ρ(a)Φ).

For u ∈ GX , we have the action u : (A,Φ) 7→ (u(A), uΦ). GX acts freely on

{(A,Φ) | F(A,Φ) = 0,Φ 6= 0}.

If Φ = 0, SW equation reduces to F+
At = 0, the anti-self-dual equation for At.

We return to 3-dimension, let Y be an oriented closed Riemannian 3-manifold.

Definition 1.15. For a spinc structure s = (S, ρ), fix a reference spinc connection
B0. We define on the configuration space of pairs (B,Ψ), where B is a spinc

connection and Ψ ∈ Γ(S) a spinor, a functional

L(B,Ψ) := −1

8

∫
Y

(Bt −Bt0) ∧ (FBt + FBt0) +
1

2

∫
Y

h(DBΨ,Ψ)dvol,

called Chern-Simons-Dirac functional. Later, we also denote h( , ) by 〈 , 〉.

2. Lecture 2

2.1. Variational origin of 3d SW. We continue from last time. Let Y be an
oriented closed Riemannian 3-manifold. (C.f. P 18 corollary 2.45 of John Morgan’s
Seiberg-Witten equation and application to topology of smooth four manifolds to
arrive at our spinc from general definition.)

For a spinc structure s = (S, ρ), fix a reference spinc connection B0 as a base
point. Consider the configuration space of pairs (B,Ψ), where B is a spinc connec-
tion and a spinor Ψ ∈ Γ(S). We introduced the CSD functional

L(B,Ψ) := −1

8

∫
Y

(Bt −Bt0) ∧ (FBt + FBt0) +
1

2

∫
Y

h(DBΨ,Ψ)dvol,

called Chern-Simons-Dirac functional. Later, we also denote h( , ) by 〈 , 〉.
Write B = B0 + b with b ∈ Ω1(Y, iR), then Bt = Bt0 + 2b, FBt = FBt0 + 2∇Bt0b =

FBt0 + 2∇Btb (where b ∧ b term is identically 0, in this Abelian case). We have

L(B+b,Ψ+ψ)−L(B,Ψ) =

∫
Y

(
〈b, 1

2
∗FBt+ρ−1(ΨΨ∗)0〉+Re〈ψ,DBΨ〉

)
dvol+o(b, ψ).

Here the first 〈 , 〉, which is the natural metric on Lie algebra valued 1-form, which
in this case is the metric on 1-forms in front of i; and ρ is an isometry.

Using the L2 metric 〈(b, ψ), (b′, ψ′)〉L2 =
∫
Y

(
〈b, b′〉+ Re〈ψ,ψ′〉

)
dvol, define (for-

mal) gradient ∇L via 〈∇L, v〉L2 = dL(v). ∇L = 0 corresponds 3d SW equation.
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2.2. Gauge-invariance of S1-valued functional. Recall symmetry/Gauge group
is GY := {u : Y → S1}, acting by u : (B,Ψ) 7→ (u(B), uΨ), where u(B) :=
u ◦ ∇B ◦ u−1 = B − u−1du, and uΨ is the fiberwise scalar multiplication.

We remark that [u] ∈ [Y, S1] ∼= [Y,K(1,Z)] ∼= H1(Y,Z), and de Rham represen-
tative for [u] is 1

2πiu
−1du.

We have L(u(B,Ψ)) − L(B,Ψ) = 2π2([u] ∪ c1(S))[Y ]. So L descends to a
R/2π2Z ∼= S1-valued functional that is invariant under GY .

2.3. Negative gradient flow equation as a 4d SW equation. Consider a path
R→ configuration space of pairs, t 7→ (B(t),Ψ(t)), satisfying the negative gradient
flow equation for L. ∂

∂tB = −( 1
2 ∗ FBt + ρ−1(ΨΨ∗)0) (here we omit the ⊗IdS on

RHS, which induces an equation for Bt) and ∂
∂tΨ = −DBΨ.

We can construct 4-manifold Rt × Y =: Z and spinc structure (SZ , ρZ), where
SZ = S+ ⊕ S− = S ⊕ S, and ρZ : TZ → Hom(SZ , SZ) defined as

ρZ(
∂

∂t
) =

(
0 −I2
I2 0

)
and ρZ(v) :=

(
0 −ρ(v)∗

ρ(v) 0

)
for v ∈ TY.

Time-dependent spinc connection B(t) on S gives a spinc connection A on SZ .
∇A := ∂

∂t +∇B is in temporal gauge, namely trivial in Rt factor.

We have DAt = ∂
∂t +DBt and FAt = dt ∧ ( ∂∂tB

t) + FBt .

Exercise 2.1. Recall the Hodge star ∗n, and check ∗4FAt = ∗3( ∂∂tB
t) + dt∧∗FBt .

From the above, we see that the native gradient flow equation for L on (the
configuration space of pairs on) Y is 4d SW equation on Z. The converse is also
true up to gauge transformation (action of gauge group), which is left as an exercise.

2.4. Morse theory for manifold without boundary. We quickly review the
case without boundary. Let (B, gB) be a smooth closed Riemannian manifold. (C.f.
K-M, Hutchings and Schwarz.) We are discussing the Morse-Witten picture, not
the classical handlebody picture, which can generalize appropriately.

For f : B → R real valued, can define its gradient ∇f as above via gB(∇f, v) =
df(v). Consider the negative gradient flow equation ẋ = −∇f(x) with x = x(t) and
dot means time differentiation; or in the flow notation φt(x) (with initial condition

x at t = 0) satisfying φ̇t(x) = −∇f(φt(x)).

Definition 2.2. f is Morse, if at each critical point a (exactly where ∇f(a) = 0,
and we denote the set of critical points of f as Crit(f)), its (self-adjoint) Hessian
∇(∇f) : TaB → TaB has no kernel. Thus TaB = K+

a ⊕ K−a , into positive and
negative eigenspaces. Its index i(a) := dimK−a .

We use intersection theoretic instead of functional analytic approach in this
introduction.

For critical point a, denote the stable manifold Sa := {x | lim
t→∞

φt(x) = a} and

the unstable manifold Ua := {x | lim
t→−∞

φt(x) = a}. Note that they are smooth at a

due to exponential convergence. We also have TaUa = K−a . Denote

M(a, b) : = {points along the flow lines from a to b}
= {x | φt(x) is a flow line from a to b}
= Ua ∩ Sb in B.
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Definition 2.3. −∇f is Morse-Smale, if all Ua and Sb intersect transversely (mean-
ing TyUa + TySb = TyB for all y ∈ Ua ∩ Sb) or all a, b ∈ Crit(f).

Then dimM(a, b) = dimUa + dimSb − dimB = dimUa − dimUb = i(a)− i(b).
In the second description, R acts on M(a, b) via φt(·).
If a 6= b, then M̌(a, b) := M(a, b)/R, the space of unparametrized flow lines, is a

Hausdorff manifold.
We define the Morse chain complex (C∗, d) as follows:
Ck :=

⊕
a∈Crit(f),i(a)=k

Z/2Zea.

For a, b with i(a) − i(b) = 1, we have M̌(a, b) 0-dimensional compact manifold,
and we can count number of points mod 2 and denoted by n(a, b).

Define the diffeential ∂ea :=
∑
b∈Crit(f),i(b)=k−1 n(a, b)eb.

We have ∂2 = 0, being a chain complex, because for a, c with i(a)− i(c) = 2, the
coefficient of ec in ∂∂ea,

∑
b∈Crit(f),i(b)=k−1 n(a, b)n(b, c), and it is 0 mod 2.

The last claim follows because we can compactify M̌(a, c) into M̌+(a, c) by
adding broken unparametrized flow lines. So M̌+(a, c) is compact 1-manifold with
boundary exactly being broken flow lines from a to b to c for some b. Such manifold
has boundary counted 0 (mod 2) =

∑
b∈Crit(f),i(b)=k−1 n(a, b)n(b, c).

Its homology H∗(C∗, ∂) = H∗(B; Z/2Z).

2.5. Morse theory for manifold with vertical boundary. As will be for the
most of this course, we follow closely Kronheimer-Mrowka’s.

As we have see, the ambient configuration space modulo gauge group to define
SW equation/flow equation of L has singularity at (B,Ψ) with Ψ = 0. We will
see that a resolution will produce a manifold with boundary whose lift from ∇L is
tangent to the boundary. So we need to look at Morse theory in this case. The
smoothness is best addressed using a doubling construction.

Let B be a manifold with boundary ∂B. To talk about smoothness and etc,
let us consider its double, namely, a manifold B̃ without boundary and with a
smooth involution ι : B̃ → B̃ with fixed point codimension 1 and B̃/ι identified
with B (thus fixed point set of ι with ∂B). We only consider Riemannian metric
(resp. function f) on B that is restricted from (or extendable to) an ι-invariant

Riemannian metric on B̃ (resp. f̃). In particular, ∇f |∂B ⊂ T∂B. We suppress this
in the background.

Let f be a Morse function on B, then it has critical point in B\∂B, denoted by
co and critical point in ∂B, denoted by c∂ . The normal vector (does not matter
inwards or outwards as it does not change eigenvalue) ν to ∂B at a ∈ c∂ is a
eigenvector of Hessian. To see this, note that at critical point a ∈ ∂B,

gB(∇ν∇f, w)
self-adjoint

= gB(∇w∇f, ν) = 0 for all w ∈ Ta∂B,
as ∇f is along T∂B, which means ∇ν∇f is a (non-zero being Morse) multiple of
ν. Therefore ν either lies in K+

a , then we denote a ∈ cs and call a boundary-stable,
or it lies in K−a , then we denote a ∈ cu, and call a boundary-unstable.

Draw a diagram illustrating the above, which can be made into higher dimen-
sional. The diagram will be updated soon.

Remark 2.4. For a ∈ cs and b ∈ cu, we have Ua ⊂ ∂B and Sb ⊂ ∂B, so Ua and Sb
cannot have transverse intersection in B. But it makes sense and we can ask the
next best thing, transverse in ∂B.
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Definition 2.5. −∇f is regular, if for a ∈ cs and b ∈ cu, we have Ua and Sb
intersect transversely in ∂B, otherwise, Ua and Sb intersect transverse n B.

Then M(a, b) is a manifold of dimension i(a) − i(b) + 1 in the first case (as we
subtract 1 dimension less), usual formula otherwise.

In this setting, we can have a broken flow line configuration that is not a limiting
flow from smooth flow lines from a to c. Draw a picture of a broken flow line from
a to b to c, where Sc ⊂ ∂B but Ua with a ∈ B\∂B. A smooth flow line from a
to c has to be both in ∂B and B\∂B. Not a pathology, as we need to examine a
more complete picture, and include only either kind of boundary-critical points if
including interior critical points, to be seen next.

Draw a complete picture with index difference 2 but 2-time broken flow line.
a, d ∈ co, b ∈ cs, c ∈ cu for the unparametrized broken configuration to exist in
dimension 0, we need to have i(a) − i(b) = 1, i(b) − i(c) = 0 (recall i is defined in
B) and i(c)− i(d) = 1.

To be continued in the next lecture.

3. Lecture 3

3.1. Broken flow lines not being limited from smooth ones. We have seen:

• In proving ∂2 = 0, it is crucial to have broken flow lines being limited to
by smooth flow lines. There, 1-broken flow lines are boundary (points) of
the compact 1-dimensional “flow space” manifolds (thus counted as 0 mod
2). Namely, starting from a 1-broken flow line and moving inside the flow
space, flow lines become smooth until reaching the boundary of the flow
space, which is another 1-broken one, thus 1-broke flow lines exist in pairs.
• Notation ∂2 is a succinct way to keep track of broke flow lines.
• In the case where the background B has vertical boundary ∂B, we can

have broken flow lines not limits of smooth ones. For example, there is no
smooth flow lines limiting to a 1-broken flow line from a ∈ co to b ∈ cs to
c ∈ cu (because Uc ⊂ ∂B, the smooth flow lines from a stays in B\B, thus
the limiting smooth flow lines would have to be in both B\∂B and ∂B).

Remark 3.1. Due to bullet points 1 and 3, to have a chain complex with both co

and c∂ , cannot have both cs and cu in the same complex.

3.2. Examining the boundary combinatorial types of broken flow lines.

Lemma 3.2. Consider B with ∂B with metric and Morse function respecting the
doubling. Let a ∈ cok, c ∈ cok−2. Recall M̌(a, c) = M(a, c)/R denotes the space

of unparametrized smooth flow lines, and M̌+(a, c) is the compactification of it by
adding broken flow lines (limits). Then M̌+(a, c)\M̌(a, c) consists of

either (x̌1, x̌2) ∈ M̌(a, b)× M̌(b, c) for some b ∈ co,

or (x̌1, x̌2, x̌3) ∈ M̌(a, b1)× M̌(b1, b2)× M̌(b2, c) for b1 ∈ csk−1 and b2 ∈ cuk−1.

Proof. If broken once, then the intermediate critical point 6∈ c∂ , because a critical
point at the boundary cannot be both forwards and backwards limiting point of
flow lines in the interior.

If broken twice with three flow lines, the middle flow line has to be exceptional
case in the definition of regularity (we call it “obstructed” for short, in the view of
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transversality), from cs to cu, without dropping in index. Constraints of limiting
end points also mean that we cannot have adjacent obstructed flow lines.

Cannot be broken 3+ times, (due to the last line in the last paragraph), as we
would need to have at least three flow lines connecting points in co, which would
involve a factor with negative dimension (not possible due to being manifold). �

3.3. Definition of various operators ∂̄∗∗ and ∂∗∗ . (Not to be confused with
similarly looking differential operators.) Another notational remark: In the lecture
for ease of writing we wrote c in the place of c and C∗ in the place of C∗ below.

For a, b ∈ c∂ , consider M(a, b) = Ua ∩ Sb.
• for a ∈ cu, b ∈ cs, both M(a, b) and M∂(a, b) =: M(a, b)∩∂B are manifolds

and they are distinct, in fact ∂M(a, b) = M∂(a, b). (Note that the nature
of critical points implies that Ua ∩ ∂B intersects transversely with Sb ∩ ∂B
in ∂B.)
• for the other three cases

(
(i) a ∈ cu, b ∈ cu, (ii) a ∈ cs, b ∈ cs, a ∈ cs, b ∈ cu

)
,

we have M(a, b) = M∂(a, b) being manifolds, as the flow lines have to lie
in ∂B. Here, in case (iii), the obstructed case, M(a, b) is manifold due to
“being regular”.

Denote M̌∂(a, b) := M∂(a, b)/R. We define the following four operations ∂̄∗∗
counting points (mod 2) in 0-dimensional manifold M̌∂(a, b). Here ·̄ signifies bound-
ary ∂B. The index difference between the domain and the target in each case
ensures the spaces to be counted are 0 dimensional.

Denote Cuk :=
⊕

a∈cuk
(Z/2Z)ea, where ea denotes the generator labelled by a.

Similarly for Csk.
Define ∂̄us : Cuk → Csk−2 (super/subscripts indicate flow lines flowing from top to

bottom) by defining on generators and extending by linearity:
∂̄us (ea) =

∑
b∈csk−2

|M̌∂(a, b)|eb, here | · | counts points of a 0-dimensional space

mod 2, and index drops two because we mod by R-action and restricting to the
boundary of a manifold with boundary.

We contrast it with ∂us : Cuk → Csk−1 defined by ea 7→
∑
|M̌(a, b)|eb.

We can similarly define ∂̄ss : Csk → Csk−1, ∂̄uu : Cuk → Cuk−1 and ∂̄su : Csk → Cuk .

Note that last preserves the index, ∂̄su(ea) =
∑
b∈cuk
|M̌∂(a, b)|eb. (Here, recall that

dimM̌∂(a, b) = dimM∂(a, b)−1
regularity

= dimUa+dimSb−dim∂B−1 = i(a)− i(b).)
We also have:

∂oo : Cok → Cok−1

∂os : Cok → Csk−1

∂uo : Cuk → Cok−1

∂us : Cuk → Csk−1, the last of which we have seen,

as the only 4 possibilities counting dimension-0 space of unparametrized flow lines
in B\∂B. Other combinations will lie inside ∂B and have been covered in above
∂̄∗∗ .

3.4. Recasting boundary combinatorial types into equations. The above
lemma says 1○ ∂oo∂

o
o +∂uo ∂̄

s
u∂

o
s = 0 mod 2. Note that we work in Z/2Z, and − is +.

By considering boundary of 1-dimensional compactified space we have:
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For a ∈ cok, c ∈ csk−2, analogously consider configurations of broken flow lines in

M̌+(a, c)\M̌(a, c), we have 2○ ∂os∂
o
o + ∂̄ss∂

o
s + ∂us ∂̄

s
u∂

o
s = 0.

For a ∈ cuk , c ∈ cok−2, 3○ ∂oo∂
u
o + ∂uo ∂̄

u
u + ∂uo ∂̄

s
u∂

u
s = 0.

For a ∈ cuk , c ∈ csk−2, interesting case 4○ ∂̄us +∂os∂
u
o + ∂̄ss∂

u
s +∂us ∂̄

u
u +∂us ∂̄

s
u∂

u
s = 0.

Note that in the case 4○, the first term counts the dimensional 0 space, as we
mod out by R and take the boundary. Draw a picture for the last term.

Remark 3.3. Here the magic is that a sequence of smooth flow lines can break
in a limit into allowable types of broken flow lines, and broken flow lines can be
glued back to smooth flow lines, and those are captured exactly as the situation
near a point at the boundary in a 1-dimensional manifold with boundary. We have
suppressed this crucial detail now. Proving such a statement is more accessible from
the functional analytic viewpoint (to be seen later) than the intersection theoretic
approach above, which might be easier to meet and visualize at the first.

3.5. Three variants of chain complexes. We try to build chain complexes using
Co∗ , C

s
∗ and Cu∗ .

Recall if we use Co∗ , can only use one of Cs∗ and Cu∗ , due to Remark 3.1.
If we do not use Co∗ , we can use both boundary critical points and define

C̄k := Csk ⊕ Cuk+1,

the last summand has an index shift because i is defined in B, and if defined in
∂B, i∂ = i− 1. Define

∂̄ =

(
∂̄ss ∂̄us
∂̄su ∂̄uu

)
.

The off-diagonal operators ∂̄us : Cuk+1 → Csk−1 ⊂ C̄k−1 and ∂̄su : Csk → Cuk ⊂ C̄k−1

indeed counts the dimensional 0 spaces, as we discussed before. The complex (C̄∗, ∂̄)
is none other than the Morse chain complex for ∂B, just with different (boundary)
critical points distinguished. Arguing as in the last lecture, we have ∂̄2 = 0. We
write this out into

∂̄ss ∂̄
s
s + ∂̄us ∂̄

s
u = 0. (‡)

∂̄su∂̄
s
s + ∂̄uu ∂̄

s
u = 0. (?)

∂̄ss ∂̄
u
s + ∂̄us ∂̄

u
u = 0

∂̄su∂̄
u
s + ∂̄uu ∂̄

u
u = 0

After Morse theory for ∂B, now we want to consider Co∗ as well, and we can define
two versions:

Čk := Cok⊕Csk with differential ∂̌ =

(
∂oo ∂uo ∂̄

s
u

∂os ∂̄ss + ∂us ∂̄
s
u

)
. Check is also pronounced

as “to”, as the interior flow lines flowing to the bundary-stable critical points here,
the overhead arrow also points to C. The boundary operator may look complicated,
but it just includes all counts of dimension 0 spaces of (broken) unparametrized flow
lines between appropriate critical points.

Ĉk := Cok⊕Cuk with differential ∂̂ =

(
∂oo ∂uo
∂̄su∂

o
s ∂̄uu + ∂̄su∂

u
s

)
. Hat is also pronounced

as “from”, as the interior flow lines flowing from the bundary-unstable critical points
here and the overhead arrow also points away from C.

We now show ∂̌2 = 0. Composing the matrix with itself, we want to show:

• The (1,1) entry of ∂̌2 is 0, namely ∂oo∂
o
o + ∂uo ∂̄

s
u∂

o
s = 0 which is just 1○.
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• ∂os∂oo + ∂̄ss∂
o
s + ∂us ∂̄

s
u∂

o
s = 0, which is just 2○.

• ∂oo∂uo ∂̄su + ∂uo ∂̄
s
u∂̄

s
s + ∂uo ∂̄

s
u∂

u
s ∂̄

s
u cannot factorize, but changing the second

term into ∂uo (∂̄uu ∂̄
s
u) according to (?), it reads now (LHS of 3○)∂̄su = 0.

• ∂os∂uo ∂̄su + ∂̄ss ∂̄
s
s + ∂us ∂̄

s
u∂̄

s
s + ∂̄ss∂

u
s ∂̄

s
u + ∂us ∂̄

s
u∂

u
s ∂̄

s
u will be of the form of

(LHS of 4○)∂̄su = 0, after replacing the second term by ∂̄us ∂̄
s
u due to (‡)

and the third term by ∂us (∂̄uu ∂̄
s
u) due to (?).

Thus ∂̌2 = 0.

Exercise 3.4. ∂̂2 = 0.

Remark 3.5. (Č∗, ∂̌) calculates H∗(B; Z/2Z), (Ĉ∗, ∂̂) calculates H∗(B, ∂B; Z/2Z),
and (C̄∗, ∂̄) calculates H(∂B; Z/2Z).

3.6. LES. SES 0 → C∗(∂B) → C∗(B) → C∗(B, ∂B) → 0 leads to the long exact

sequence. Can homologies of those chain models (C̄∗, ∂̄), (Č∗, ∂̌), (Ĉ∗, ∂̂) fit into
LES with induced morphisms from natural maps between these chain models?

The answer is yes. Define

i :C̄k := Csk ⊕ Cuk+1 → Čk := Cok ⊕ Csk by i =

(
0 ∂uo
1 ∂us

)
.

j :Čk := Cok ⊕ Csk → Ĉk := Cok ⊕ Cuk by j =

(
1 0
0 ∂̄su

)
.

p :Ĉk := Cok ⊕ Cuk → Čk−1 := Csk−1 ⊕ Cuk by p =

(
∂os ∂us
0 1

)
.

Exercise 3.6. Check i, j and p are chain maps. (p is only a chain map up to a
sign when working over Z after taking care of orientations of spaces).

Proposition 3.7. There is an LES · · · → Ȟ∗
j∗→ Ĥ∗

p∗→ H̄∗−1
i∗→ Ȟ∗−1 → · · · .

This respects the LES from the above SES, which reads

· · · → H∗(B)→ H∗(B, ∂B)→ H∗−1(∂B)→ H∗−1(B)→ · · · .

The p∗ is exhibited at the center of the repeated pattern because it plays a role
in the proof where we want to identify Č under a quasi-isomorphism to

Cone(p) := (Ĉ ⊕ C̄,
(
∂̂ 0
p ∂̄

)
).

We will prove the proposition next time and discuss the compactness of solutions
to SW equation.

4. Lecture 4

4.1. LES (continued). SES 0 → C∗(∂B) → C∗(B) → C∗(B, ∂B) → 0 leads to

the long exact sequence. As (C̄∗, ∂̄), (Č∗, ∂̌), (Ĉ∗, ∂̂) calculate respective homologies
in the aforementioned LES, we can see the LES using natural maps between these
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chain models. Define

i :C̄k := Csk ⊕ Cuk+1 → Čk := Cok ⊕ Csk by i =

(
0 ∂uo
1 ∂us

)
.

j :Čk := Cok ⊕ Csk → Ĉk := Cok ⊕ Cuk by j =

(
1 0
0 ∂̄su

)
.

p :Ĉk := Cok ⊕ Cuk → Čk−1 := Csk−1 ⊕ Cuk by p =

(
∂os ∂us
0 1

)
.

Proposition 4.1. There is an LES · · · → Ȟ∗
j∗→ Ĥ∗

p∗→ H̄∗−1
i∗→ Ȟ∗−1 → · · · .

Proof. Define Ě := Cone(p) := (Ĉ ⊕ C̄, ě :=

(
∂̂ 0
p ∂̄

)
). (Anti-)chain map property

of p : Ĉ → C̄ is incorporated into ě2 = 0. By construction of mapping cone, we

have SES C̄
ī→ Ě

j̄→ Ĉ. Now we want to establish a quasi-isomorphism (map
inducing isomorphism between homologies) between Ě and Č (respecting the maps
on homology), then we are done. Indeed, define

(C0 ⊕ Cs)⊕ (Cs ⊕ Cu∗+1) = Ě
l

�
k
Č = Co ⊕ Cs,

where k : (x, y) 7→ (x, ∂̄suy, y, 0), and l : (e, f, g, h) 7→ (e + ∂uo h, g + ∂us h). We have
l◦k = Id and k◦l = Id+ě◦K+K◦ě for chain homotopy K : (e, f, g, h) 7→ (0, h, 0, 0).
Moreover, j∗ = j̄∗ ◦ k∗ and ī∗ = k∗ ◦ i∗.

�

4.2. Weizenböck, 4d-3d expression, and energies. We follow [KM], also c.f.
[Morgan].

Let X = (X, gX) be a compact oriented Riemannian 4-manifold with ∂X = Y ,
where the metric is cylindrical metric near Y (as [−ε, 0] × Y ). A spinc structure
sX = (SX , ρX) induces s = (S, ρ) along the boundary Y as follows. Denote n ∈
Γ(Y ) the outward unit normal vector field, then ρX(n) : S+|Y

∼=→ S−|Y , and define

S := S+|Y . Let v ∈ TY , then ρ(v) is S+|Y
ρX(v)→ S−|Y

ρ(n)−1

→ S+|Y .
Let A (or ∇A) be a spinc connection in temporal gauge, so restricts to Y to a

spinc connection on Y .
We have Weitzenböck formula D−AD

+
AΦ = ∇∗A∇AΦ + 1

2ρX(F+
At)Φ + 1

4sΦ, where
s is the scalar curvature for Levi-Civita connection ∇ on X recalled below:

For curvature F (X,Y )Z := ∇X∇Y Z̃ − ∇Y∇X Z̃ − ∇[X̃,Ỹ ]|Z̃, where ·̃ denotes

any extension to a vector field and ·| denotes restriction to a point (well-defined
independent of choices), we have gX(F (X,Y )Z,W ) anti-symmetric in X and Y ,
anti-symmetric in Z and W , and symmetric in (X,Y ) and (Z,W ). Define Ricci
curvature Ric(X,Y ) :=

∑
i gX(F (ei, X)Y, ei) for any orthonormal basis ei (this

order of summing reproduces Gaussian curvature in 2d), and define s := trRic.
Note that adjoint operator is defined using C∞c (X\∂X) (smooth function of

compact support away from boundary) in L2 metric, so having boundry or not

does not affect the formula. As DA =

(
0 D−A
D+
A 0

)
) is self-adjoint, D−A is adjoint

to D+
A . ρX maps imaginary valued self-adjoint 2-form to Hermitian (self-adjoint).

So all four operators in front of Φ are self-adjoint.
Adjoint expression involving terms on Y (omitting dvol):
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Z
〈Φ, D−AD

+
AΦ〉 =

∫
X
|D+

AΦ|2 −
∫
Y
〈ρX(n)Φ, D+

AΦ〉, and∫
Z
〈Φ,∇∗A∇AΦ〉 =

∫
X
|∇AΦ|2 −

∫
Y
〈Φ, (∇A)nΦ〉.

One can derive from the definition that

DB(Φ|Y ) = (ρX(n)−1D+
AΦ− (∇A)nΦ)|Y +

H

2
Φ|Y ,

where H-term can be dropped if using cylindrical metric near Y .
Take 〈Φ, ·〉 to the Weitzenböck formula and integrate and using the above ex-

pression about adjoint (involving boundary terms), we have:
‖F(A,Φ)‖2L2 :=

∫
X

(| 12ρX(F+
At)− (ΦΦ∗)0|2 + |D+

AΦ|2) = Ean − Etop, where

Ean := 1
4

∫
X
|FAt |2 +

∫
X
|∇AΦ|2 + 1

4

∫
X

(|Φ|2 + s
2 )2 −

∫
X

s2

16 , and

Etop := 1
4

∫
X
FAt ∧ FAt −

∫
Y
〈Φ|Y , DB(Φ|Y )〉+

∫
Y
H
2 |Φ|

2.
In the cylindrical situation [t1, t2]×Y (which we currently have near Y ) (denoting

γ = (A,Φ) in 4d as γ(t) in 3d), Ean =
∫ t2
t1

(|γ̇|2 + |∇L(γ)|2)dt (see [KM] (4.20) for

a gauge invariant expression), and Etop = 2(L(t1)− L(t2)).
For SW equation solution (A,Φ), Ean = Etop.

Exercise 4.2. Show
∫
|FAt |2 −

∫
FAt ∧ FAt = 2

∫
X
|F+
At |

2, and use this and the
above to show for s ≥ 0, we have Φ = 0 for SW solution.

4.3. Compactness theorem.

Theorem 4.3. Let us be in the above setting.

(1) For any constant C, only finitely many sX ’s admit solution (A,Φ) to SW with
E top(A,Φ) ≤ C.

(2) Let (An,Φn) be a sequence of smooth SW solution with E top-bound C. Then
exist smooth gauge transformations un : X → S1 such that

(a) a subsequence of un(An,Φn)
weakly in L2

1→ (A,Φ) for some (A,Φ) ∈ L2
1 (ex-

plained below);
(b) if the same subsequence (denoted with same index) satisfies

limsup E top(An,Φn) = E top(A,Φ),

then convergence un(An,Φn) to (A,Φ) in L2
1 is strong; and

(c) the same subsequence (without need to satisfying hypothesis in (b)) con-
verges in C∞ on every X ′ ⊂⊂ X\∂X.

Here Lpk is Sobolev space, completion of smooth functions/sections in ‖f‖Lpk :=

(
∑

0≤i≤k
∫
X
|∇if |pdvol)1/p, with 1 < p <∞. Finite regularity but complete.

Let H be a Banach space, with dual H∗, an → a weakly, if for all f ∈ H∗,
f(an)− f(a)→ 0. If H is Hilbert with inner product 〈·, ·〉, an → a weakly if for all
f ∈ H, 〈an−a, f〉 → 0. an → a (strongly) in H, if ‖an−a‖H → 0. As an example,
a orthonormal countable basis converges weakly to 0 but not strongly.

Proof. For SW solution, we have Ean = Etop. We then have
∫
X
|FAtn |

2 ≤ C1,∫
X
|Φn|4 ≤ C2 (can also seen from first SW equation), and

∫
X
|∇AnΦn|2 ≤ C3 (as

we can bound s due to compactness). The first gives that c1(sX) lies in a compact
set. spinc structure in 4d is also affine over H2, which gives conclusion (i).
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Therefore, can restrict to a fixed spinc structure and fix a base spinc connection
A0, we want to choose u′n : X → S1 such that

d∗(Atn −At0 − 2(u′n)−1du′n) = 0 in X

〈Atn −At0 − 2(u′n)−1du′n, n〉 = 0 at ∂X

where non-subscript n is the unit outward normal.
u′n can be of the form eξn for ξn : X → iR, if we can solve

2∆ξn = d∗(Atn −At0) in X

2〈dξn, n〉 = 〈Atn −At0, n〉 at ∂X.

This is Neumann boundary value problem. eξn is unique up to multiplying by
constant for this trivial homotopy class case [u′n] = 0.
An−(u′n)−1du′n =: u′n(An) is said to be in Coulomb-Neumann gauge if the above

pair of conditions for u′n = eξn holds.
For non-trivial homotopy class a ∈ [X,S1], there exists v : X → S1 with [v] = a

satisfying the homogeneous equation (thus the Coulomb-Neumann gauge condition
can be solved for any homotopy class)

d∗(v−1dv) = 0 in X

〈v−1dv, n〉 = 0 at ∂X.

We have uniqueness if asking further i
∫
βr ∧ (Atn − At0 − 2u−1

n dun) ∈ [0, 2π),
where {βr} represents basis of H3(X; R) (this can be viewed as period condition
on loops via Poincaré duality).

We need a lemma whose proof is delegated to the exercise session (see [KM]
5.1.2, 5.1.3 and the paragraph that follows):

Lemma 4.4. For any imaginary-valued 1-form a satisfying 〈a, n〉 = 0 at ∂X and
i
∫
βr ∧ a ∈ [0, 2π), we have

‖a‖2L2
1

:=

∫
X

(|∇a|2 + |a|2)dvol ≤ K1

∫
X

(|d∗a|2 + |da|2)dvol +K2

for Ki constant.

To see (2)(a), write (Ãn, Φ̃n) := (un(An), unΦn). Apply Lemma 4.4 to Ãtn−At0,
then |d∗a|2-term on RHS is 0 due to Coulomb gauge, and

∫
X
|da|2 term is bounded

due to curvature bound (and finiteness of FAt0 in L2), so we get a L2
1 bound for

Ãtn −At0.
We have Sobolev embedding Lp1 ↪→ Lp

∗
, where 1

p∗ := 1
p −

1
dimX = 1

2 −
1
4 = 1

4 .

(Useful when dimX > p so that p∗ > 0. Note that p∗ > p > 1.) So we have L4

bound for Ãtn −At0.

We have ‖∇ÃnΦ̃n‖L2 bounded at the start of the proof.

Then ∇A0Φ̃n = ∇ÃnΦ̃n− (Ãn−A0)Φ̃n is L2 bounded as the last term has both

factors L4 bounded, thus itself L2 bounded (by Cauchy-Schwarz inequality) and the

first term is ∇ÃnΦ̃n = un(∇An(u−1
n (un(Φn)))) = u(∇AnΦn) has the same norm as

∇AnΦn which is L2 bounded at the start of the proof.

We also have Φ̃n L2 bounded (due to L4 bounded and compactness of X via

Cauchy-Schwarz), thus ‖Φ̃n‖L2
1

is uniformly bounded.
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(L2
1)∗ ∼= L2

1. As unit ball in (L2
1)∗ is weakly compact. We have a subsequence

Φ̃n weakly converging to a limit. This completes (2)(a).
To be continued. �

5. Lecture 5

We continue to follow [KM] closely and at a few places flesh out some details.

5.1. Recall where we were at from last time. We have Seiberg-Witten equa-
tion for (A,Φ) over a compact Riemannian 4-manifold X with ∂X = Y :

1

2
ρX(F+

At)− (ΦΦ∗)0 = 0

D+
AΦ = 0

We have two notions of energies:
Etop(A,Φ) = 1

4

∫
X
FAt∧FAt−

∫
Y
〈Φ|Y , DB(Φ|Y )+

∫
Y
H
2 |Φ|

2, where N(V,W )n :=

(∇V W̃ )⊥ and mean curvature H := trYN .

Ean(A,Φ) := 1
4

∫
X
|FAt |2+

∫
X
|∇AΦ|2+ 1

4

∫
X

(|Φ|2+ s
2 )2−

∫
X

s2

16 , where s = trXRic
and Ric(V,W ) = trXgX(R(·, V )W, ·).

For SW solution (A,Φ), Etop(A,Φ) = Ean(A,Φ).
We stated and proved the (1) and (2)(a) of the following compactness theorem

(interior compactness up to gauge transformation under finite topological energy):

Theorem 5.1. (1) Finiteness of spinc structures admitting SW solutions under a
given E top-bound.

(2) Sequential compactness up to gauge transformation under finite E top-bound:
Let (An,Φn) be a sequence of SW solution with E top(An,Φn) ≤ C <∞. There
exists un : X → S1 such that

(a) a subsequence of (Ãn, Φ̃n) := un(An,Φn)
weakly→
in L2

1

(A,Φ) ∈ L2
1;

(b) If limsupnE top(An,Φn) = E top(A,Φ), then the same subsequence in (a)
converges to (A,Φ) (strongly) in L2

1; and
(c) the subsequence in (a) converges in C∞loc(X\∂X) (namely, in C∞(X ′) for

any open domain X ′ ⊂⊂ X\∂X).

We recalled again what Banach Lkp and weak convergence for Banach/Hilbert
space are.

5.2. Proof of (2)(b), norm preserving plus weak convergence imply strong
convergence. We prove (2)(b).

Note that Etop(An,Φn) = Ean(An,Φn) = Ean(Ãn, Φ̃n) as

|∇AnΦn| = |un(∇AnΦn)| = |(un ◦ ∇An ◦ u−1
n )(unΦn)| = |∇ÃnΦ̃n|.

Then the hypothesis of (2)(b) means that we have uniform L2-bound of the

following (F+

Ãn
), ∇ÃnΦ̃n, and (Φ̃nΦ̃∗n)0. Recall that L2 norm of the last is a constant

factor of ‖Φ̃n‖L4 as we have seen.
L2 ∼= (L2)∗, by Banach-Alaoglu which says that the unit/bounded ball in dual

space is weakly compact, we have a common subsequence of triples weakly converges
in L2 to some limit. We also have (Ãn, Φ̃n) converges strongly in L2.

We want to establish the weak limit of the triples:
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• L2 weak limit of F+

Ãn
is F+

A .

Indeed, we have 〈Ãn − A, d∗b〉 = 〈Ãn − dA, b〉 → 0 for any smooth
b compactly supported away from ∂X. Its self-dual projection says that
〈F+

Ãn
− F+

A , b〉 → 0 for all b.

• Weak limit of ∇ÃnΦ̃n is ∇AΦ.

Let Ãn = A0 + an and A = A0 + a for a base connection A0. We have
∇ÃnΦ̃n = ∇A0

Φ̃n + anΦ̃n. The first term on RHS converges weakly in L2

to ∇A0Φ by an argument similar to the previous item. The second term on
RHS converges in L1 to aΦ in particular weakly converges to aΦ. To see
the L1 convergences, note that both factors converge in L2 to a and Φ, and
we use Cauchy-Schwarz (CS)

∫
|αβ| ≤ (

∫
|α|2)1/2(

∫
|β|2)1/2. So we have

∇ÃnΦ̃n converges weakly in L2 to ∇A0Φ + aΦ = ∇AΦ.

• Similarly, weak limit of (Φ̃nΦ̃∗n) in L2 is (ΦΦ∗)0.

In particular, (A,Φ) is an SW solution.
Recall a lemma, for Hilbert space (here we look at L2), if xn → x weakly in L2

and limn ‖xn‖ exists and equals to ‖x‖L2 , then xn converges strongly to x in L2.
Proof is one line,

‖xn − x‖2 = 〈xn − x, xn − x〉 = ‖xn‖2 + ‖x‖2 − 2〈xn, x〉 → 2‖x‖2 − 2〈x, x〉 = 0.

We have the norm preserving statement for three terms together, we can separate
them because we have ‖x‖ ≤ limsupn‖xn‖.
L2 norm preserving in limit for F+

Ãn
, ∇ÃnΦ̃n and (Φ̃nΦ̃∗n)0 respectively means

strong convergence in L2 to F+
A , ∇AΦ and (ΦΦ∗)0 respectively.

First strong convergence says Ãn → A in L2
1 thus in L4, recall that Sobolev

embedding we went over 2∗ = 4 in this case. Third strong convergence means
Φ̃n → Φ in L4. Putting both together and using CS again, we have (A0 − Ãn)Φ̃n
to (A0−A)Φ in L2 strongly. Together with ∇ÃnΦ̃n → ∇AΦ strongly in L2 before,

∇A0
Φ̃n = ∇ÃnΦ̃n + (A0 − Ãn)Φ̃n converges strongly in L2 to ∇AΦ + (A0 −A)Φ =

∇A0Φ. This finishes (2)(b).

5.3. (2)(c) Two claims and abstract SW with gauge fixing. We can prove
(2)(c) if the following two claims hold.

Claim 1: L2
1-converging sequence of smooth solutions in Coulomb gauge con-

verges in C∞ on every interior domain X ′ ⊂⊂ X\∂X.
Claim 2: On any interior domain, hypothesis in (2)(b) holds.
So basically, Claim 1 says that we can get the conclusion of (2)(c) from conclusion

of 2(b); and Claim 2 says that we prove starting point of (2)(b) on any interior
domain. Validity of both claims immediately gives (2)(c). (So (2)(b) was a tool in
the proof.)

To prove Claim 1 using elliptic estimate, we first render SW into abstract form,
so that the argument is instructive and transferable to other similar settings.

Denote A = A0 + a. SW+Coulomb gauge fixing is

1

2
ρX(FA+

0
) + ρX(d+a)−(ΦΦ∗)0 = 0

DA0
Φ + aΦ = 0

d∗a = 0
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Terms are collected into D : Γ(iT ∗X ⊕ S+)→ Γ(iR⊕ isu(S+)⊕ S−),

(a,Φ) 7→ (d∗a, ρ(d+a), DA0Φ).

Write γ := (a,Φ).
Terms can be written as Q(γ, γ) for a symmetric bilinear form

Q(γ, γ̂) := (−1

2
(ΦΦ̂∗ + Φ̂Φ∗),

1

2
(aΦ̂ + âΦ, 0)).

The leftover term is denoted by −b := ( 1
2ρX(FA+

0
), 0, 0). So we have the abstract

expression of the SW under Coulomb gauge. Dγ +Q(γ, γ) = b.

5.4. Elliptic operator and estimate. The key fact is that D is elliptic, which
allows the following elliptic estimate (semi-Fredholm estimate):

Theorem 5.2. (Gårding inequality) Let D be a first order elliptic operator. Let
X(1) ⊂⊂ X. Then there exists constant C and for any smooth γ, we have

‖γ‖Lpk+1(X(1)) ≤ C(‖Dγ‖Lpk(X) + ‖γ‖Lp(X)).

A differential operator D : Γ(E)→ Γ(F ) of order k (over R coefficient) between
sections of bundles E and F over the same base X, if over trivializing neighborhood
U ⊂ Rd, E|U = U ×Rm and F |U = U ×Rn (so Γ(E|U ) = (C∞(U))m and Γ(E|U ) =
(C∞(U)n)), D is of the form

(f1, · · · , fm) 7→ (
∑

i,|α|≤k

a1iα∂
αfi, · · · ,

∑
i,|α|≤k

aniα∂
αfi),

where ∂α = ∂α1

∂x
α1
1

· · · ∂
αd

∂x
αd
d

for multi-index α = (α1, · · · , αd) and |α| =
∑
j αj .

The symbol of D(x, ξ) : Ex → Fx for ξ ∈ T ∗xX in the above local coordinate is
(v1, · · · , vm) 7→ (

∑
i,|α|=k a1iαξ

αvi, · · · ,
∑
i,|α|=k aniαξ

αvi), where ξα := ξα1
1 · · · ξ

αd
d .

For coordinate-free way, D(x, ξ)(v) is defined by choosing f ∈ C∞(X) with

f(x) = 0 and dxf = ξ, and e ∈ Γ(E) with e(x) = v, then D(x, ξ)(v) := D( f
k

k! e)(x).

We will also write, for η ∈ Ω1(X) and V ∈ Γ(E),

σ(D, η)V := (x 7→ D(x, ηx)Vx) ∈ Γ(F ).

As an example, for d : Γ(∧p(T ∗X))→ Γ(∧p+1(T ∗X)), d(x, ξ)(ηx) = ξ ∧ ηx.
A differential order is elliptic, if for any ξ ∈ T ∗xX\{0}, D(x, ξ) : Ex → Fx is

invertible.

Exercise 5.3. DA0
: Γ(S+) → Γ(S−) is elliptic. For Γ(E1)

D1→ Γ(E2)
D2→ Γ(E3)

where D1 and D2 are first order operators, such that for ξ ∈ T ∗xX and for any
x ∈ X,

(E1)x
D1(x,ξ)→ (E2)x

D2(x,ξ)→ (E3)x

is exact, then Γ(E2)
D∗1+D2→ Γ(E1)⊕Γ(E3) is elliptic. Show d∗+d+ is elliptic. Thus

D in the SW with Coulomb gauge fixing is Elliptic.
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5.5. Proof of Claim 1. For any interior domain X ′ ⊂⊂ X\∂X, choose cut off β
with β|X′ = 1 and compactly supported in X\∂X.

In hypothesis, we have γn → γ in L2
1. So for any ε > 0, there exists i0 such that

‖γi − γi0‖L2
1
≤ ε for all i ≥ i0.

From the abstract expression, we have

0 = D(γi − γj) + (Q(γi, γi)−Q(γj , γj)) = D(γi − γj) +Q(γi − γj , γi + γj).

Then (‡) ‖β(γi−γj)‖Lpk+1(X) ≤ C(‖D(β(γi−γj))‖Lpk(X) + ‖β(γi−γj)‖Lp(X)) by

G̊arding.
First term on RHS inside the norm is βD(γi − γj) + σ(D, dβ)(γi − γj), see the

notation for the second term in the previous subsection, which in Lpk in particular
is bounded multiple of ‖γi − γj‖Lpk (so is ‖β(γi − γj‖Lp).

We have

−βD(γi − γj) = βQ(γi − γj , γi + γj)

= Q(β(γi − γj), γi + γj − 2γi0) +Q(β(γi − γj), 2γi0).

Recall Q here involves no differentiation and is just an algebraic bilinear form and
can be regarded as (the projection with constant weight of) product of the factors.

Now we specialize to Lpk+1 = L3
1 (p = 3, k = 0), we use L3

1×L2
1 → L3, (a, b) 7→ ab

is bounded/continuous. First Q term in L2 ≤ C‖β(γi − γj)‖L3
1
‖γi + γj − 2γi0‖L2

1

whose second factor can be as small as we like (≤ ε) and this term can be moved
to the LHS of (‡) at the expense of increasing C by a factor. Thus we get

‖β(γi − γj)‖L3
1
≤ C‖γi − γj‖L3 .

We increase the regularity by 1 (here X ′ is arbitrary).
Specialize to Lpk+1 = L2

2 and use L2
2×L3

1 → L2
1, we can L2

2 bound in terms of L2
1

bound.
Specialize to L2

3 and use L2
3×L2

2 → L2
2, we can L2

2 bound in terms of L2
2 bound.

Specialize to Lk+1
2 , for k ≥ 3, we have the Banach algebra L2

k × L2
k → L2

k, we
get L2

k+1 bound in terms of L2
k bound.

The above argument of getting increasingly better regularity is called elliptic
bootstrapping.

Sobolve embedding Lpk ⊂ Cm for any 0 ≤ m < k − dimX
p

our case
= k − 4

2 = k − 2.

So we have L2
k+3 ⊂ Ck. This finishes Claim 1.

Exercise 5.4. Using L2
k ⊂ Ck−3 for k ≥ 3 to show Banach algebra property

L2
k × L2

k → L2
k for k ≥ 3.

5.6. Proof of Claim 2. Only show the cylindrical case near ∂X (namely, metri-
cally [−ε, 0] × Y ) which is sufficient for what follows. Denote Xs := X\(s, 0] × Y
with s ∈ [−s, 0]. Define fn(s) := San

Xs
(An,Φn) : [−ε, 0]→ R by integrating over Xs

only.
(fn) has uniform bound from above and below with f ′n ≥ 0 and with uniformly

bounded integral. Thus, we must have µ({f ′n ≤ M}) ≥ δ > 0 independent of n
where µ is the Lebesgue measure. (Otherwise, for any i, there exists ni → ∞,
δi → 0 such that µ({f ′ni ≤ i}) < δi, so integral ≥ i(ε− δi)→∞, which contradicts
to the uniform boundedness of integral.)

We need a lemma: Let {Sα}α∈A where Sα ⊂ [a, b] and A is an infinite index
set. If µ(Sα) ≥ δ > 0. Then there exists infinite B ⊂ A such that

⋂
α∈B Sα 6= ∅.

(Exercise or see [KM] 5.1.6.)
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Apply this lemma to Sn := {f ′n ≤ M} ⊂ [−ε, 0]. There exists s0 ∈ [−ε, 0],
f ′n(s0) ≤M . LHS is − d

dsL(γn|{s}×Y (s0) = ‖∇γn(s0)L‖2L2 .
We need a 3d analogue of Lemma 1.4 in the last Lecture notes, which says:

(Bn,Ψn) := γn(s0) on Y with ‖∇(Bn,Ψn)L‖2L2 ≤ M . Then there exists vn such

that vn(Bn,Ψn) converges in L2
1/2 norm to a L2

1-limit. Here L2
1/2-norm is defined

using Laplacian, which can be taken as a black box or a reading assignment on a
small chapter on pseudo-differential operator on e.g. Wells’ Differential analysis on
complex manifolds (or most books/notes on index theorem). For our purpose, it

means
∫
bn∧dbn and

∫
〈DBnΦ̃n|{s0}×Y , Φ̃n|{s0}×Y 〉 are controlled (which is like 1/2

derivative in L2).
Let S := S+|{s0}×Y the spin bundle.

If c1(S) is torsion, then L is gauge-invariant and continuous in L2
1/2 norm, which

is the starting point of (2)(a).
If c1(S) not torsion, then L is a constant multiple of two L2

1/2-terms above

+ 1
4

∫
bn ∧ FB+

0
, as bn ∈ L2

1/2

compact
⊂ L2, we have starting point of (2)(a) again.

This finishes Claim 2, thus (2)(c) and compactness theorem.
We do not have bubbling phenomenon in the interior (which makes this theory

drastically simpler, this is also why we spent some time on this part explaining some
heavy lifting by analysis to go beyond just story telling), but the theorem does not
discuss about what happens near the boundary Y , where (possibly several levels
of) SW solutions on invariant cylinder break off. We will take a quick look at this
after explaining how to deal with singular SW solution (A, 0) which has stabilizer
group S1 in the configuration space quotiented by gauge group.

6. Lecture 6

In 4d, the configuration space C(X, s) = A× Γ(S+) 3 (A, φ). A is the space of
spinc connections which is an affine space over Γ(iT ∗X) = iΩ1(X), where we have
suppressed · ⊗ IdSX . The gauge group GX = {u : X → S1} acts with the quotient
B(X, sX) := C(X, sX)/GX .

(A, φ) is called irreducible if φ 6= 0. The irreducible configurations are C∗(X, s) =
A× (Γ(S+)\{0}). GX acts on C∗ = C∗(X, sX).

We have S1 constant functions
↪→ GX

(−u−1du,u·)
↪→ A × (Γ(S+)\{0}) → B∗(X, sX), the

latter two-arrow diagram is a principle bundle (with the middle arrow as inclusion
of the fiber). This induces

S1 ↪→ P → B∗(X, sX)

(namely, P := A×(Γ(S+)\{0})/(GX/S1)), and this is an S1 bundle over a manifold
(the action being free on the irreducibles). More on this can be found in the next
lecture. This part is to motivate why we are interested in S1-action and the way of
resolving singularity of this action in our setting.

6.1. Toy example. Ultimately, we want to deal with (Γ(S+), 〈·, ·〉L2) in 4d and
(Γ(S), 〈·, ·〉L2) in 3d in infinite dimensions. But we consider the toy model first:
(Cn, 〈 , 〉), where the latter is the standard inner product.

Let L be a Hermitian matrix on Cn (which plays the role of DB in infinite
dimension later).
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Define function Λ(z) := 〈z,Lz〉
‖z‖2 on Cn\{0}, and it is C∗ := C\{0}-invariant; and

real-valued, as 〈z, Lz〉 = 〈L∗z, z〉 = 〈Lz, z〉 = 〈z, LZ〉.
So Λ : Cn\{0} → R descends to CPn−1 = (Cn\{0})/C∗ → R, mapping from

the complex projective space. For CPn−1, we have another sphere model CPn−1 =
S2n−1/S1 where Sn−1 = {‖ · ‖ = 1}.

Consider function f(z) = 1
2 〈z, Lz〉 on Cn.

The negative gradient flow equation for f is linear: dz
dt = −Lz for z : R→ Cn.

Claim: The negative gradient flow for 1
2Λ on CPn−1 is z : R→ Cn\{0} satisfying

dz
dt = −Lz under the projection π : Cn\{0} → CPn−1.

To see this, switch to S2n−1 viewpoint where 1
2Λ = f . For w ∈ S2n−1, ∇f in Cn

has normal component along w (recall ‖w‖ = 1), which is

〈 w
|w|

,∇f〉 w
|w|

= 〈w,∇f〉w = 〈w,Lw〉w = Λ(w)w.

The tangent component is ∇f − Λ(w)w = Lw − Λ(w)w which is the gradient of
f |S2n−1 . The image of z satisfying dz

dt = −Lz on S2n−1 is dw
dt = −Lw + Λ(w)w.

On S2n−1, the critical point w is where ∇wf = Lw is parallel with w, i.e.
Lw = µw, from which we know µ = 〈w,Lw〉 = Λ(w). The critical point w is
precisely the eigenvector of L and its eigenvalue is Λ(w).

For w ∈ S2n−1 a critical point of ∇f (iff w is an eigenvector of L), f = 1
2 〈z, Lz〉:

(Hessianwf)(v)

=∇w(∇f)(v)

=∇(L− 〈z, Lz〉z)|z=w(v) where v ∈ TwS2n−1 with 〈v, w〉 = 0

=Lv − 〈v, Lw〉w − 〈Lw, v〉w − 〈w,Lw〉v recall Lw = λww with eigenvector λw

=Lv − λwv
=(L− λw)v.

Let us assume that the critical points of f are isolated, and the eigenspace
for each eigenvalue is 1-dimensional. Order them w1, · · · , wn with corresponding
eigenvectors λ1 < · · · < λn. The index i(wi) = dimK− = dimTwiUwi = 2(i−1) and
the unstable manifold Uwi is the subspace in CPn−1 generated by [w1], · · · , [wi−1].

6.2. Manifold situation with S1 action. Let P be a compact manifold with
Riemannian metric (or a tame manifold with bounded geometry like Cn). S1 acts
on the Riemannian manifold P by isometries.

Q := PS
1

= fixed point set of S1, which we assume is a manifold. Let S1 acts
freely P\Q, and assume (actually a consequence of next paragraph) Q is of even
codimension in P .

Let N := NQP → Q be the normal bundle with S1 action, which then gives a
complex vector bundle structure. Let µ : R/2πZ × P → P denote the S1 action,
then reiθ · v := rµ(θ)v.

We want to define Pσ the (real oriented) blowup along Q with the blow-down
map π : Pσ → P as follows:

For ε small, the disk bundle N ε exp
↪→ P diffeomorphic onto the image. Away from

the zero section, N ε\{(q, 0)}q∈Q = (0, ε)× S(N)
Θ
↪→ P\Q with Θ(r, v) := exp(rv).

We have Pσ := ([0, ε) × S(N)) ∪Θ P\Q, and we have projection π : Pσ → P
which comes from gluing Θ and Id in two open parts.
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π is diffeomorphism over P\Q, and over q ∈ Q, the fiber of π is S(Nq).

Exercise 6.1. h : Rm → Rn a smooth embedding with h(0) = 0. Then there exists

smooth hσ : (Rm)σ → (Rn)σ such that

(Rm)σ
hσ−−−−→ (Rn)σyπ yπ

Rm
h−−−−→ Rn

commutes.

Construct hσ, and show that hσ is a smooth embedding.
(Hint: on (Rm)σ = [0,∞) × Sm−1, h(rv) = rh̃(r, v) for a (unique) smooth and

everywhere nonzero h̃, define hσ : (r, v) 7→ (r‖h̃(r, v)‖, h̃(r, v)/‖h̃(r, v)‖), and show

‖h̃‖ is smooth.)

S1 action on P lifts to an S1 action on Pσ, which is free. Pσ\Q = P\Q. S1 acts
on ∂Pσ = S(N) freely.

Define Bσ = Pσ/S1 π→ B. Over Q, we have ∂Bσ
π→ Q with fiber over q being

S(Nq)/S
1 = P(Nq).

6.3. Morse function on the blow-up. f̃ : P → R invariant under S1 has gradient
Ṽ = ∇f̃ . Ṽ defined on P\Q = Pσ\∂Pσ extends to smooth Ṽ σ on Pσ and we have

Ṽ σ|∂Pσ ⊂ T∂P σ. (Use the above exercise applied to the flow of Ṽ ). Ṽ σ not a

gradient, but as ∇Ṽ σ at the zeros of Ṽ σ being symmetric with real eigenvalues, we
can still define K± as before.

Example: f̃(p) = 1
2 〈p, Lp〉, p ∈ P = Cn, and Pσ = [0,∞)× S2n−1 3 (s, φ).

The negative “gradient” equation φ̇ = −Lφ+ Λ(φ)φ, ṡ = −Λ(φ)s.
Earlier, we have looked at CPn−1, while here we have CPn−1 × [0,∞).
Hessianw = (L−λw, λw), where w is critical point/eigenvector of L. So if λw < 0,

index = iCPn−1(w) + 1.

6.4. 4d SW. We have Cσ(X, sX) := A(X, sX) × R≥0 × S(Γ(S+)) the blow-up
of C(X, sX) = A(X, sX) × Γ(S+) along reducible configurations {(A, 0)}, where
S(Γ(S+)) := {‖ · ‖L2 = 1}.
Cσ(X, sX) → C(X, s), (A, s, φ) 7→ (A, sφ). The fiber over (A, 0) is {(A, 0, φ)} ∼=

S(Γ(S+)). Seiberg-Witten map F : C(X, sX)→ Γ(isu(S+)⊕S−) =: V as a section
of the trivial bundle V := C(X, s)× V.

The blowup section Fσ : Cσ(X, s)→ π∗V is defined as

Fσ : (A, s, φ) 7→ (
1

2
ρX(F+

At)− s
2(φφ∗)0, D

+
Aφ).

This is not a pullback of F . (The pullback section is not Fredholm.)
If s 6= 0, Fσ(A, s, φ) = 0 iff F(A, sφ) = 0. If s = 0, Fσ(A, 0, φ) = 0 iff

F(A, 0) = 0 and D+
Aφ = 0. GX acts on Fσ equivariantly.

6.5. The restriction map and the blow-up flow equation. Let X1 ⊂⊂ X
be an open domain. r : Cσ(X, sX) 99K Cσ(X ′, sX |X′). The domain of this map is
dom(r) := {φ|X′ 6≡ 0}. Let γσ = (A, s, φ) ∈ dom(r),

(A, s, φ) 7→ (A, s‖φ‖L2(X′),
φ

‖φ‖L2(X′)
).

The unique continuation (whose detail is covered in the exercise session) ensures
(Fσ)−1(0) ⊂ dom(r). (If a SW solution restricts to X ′ and falls out of dom(r),
then it is identically 0 which contradicts to our starting point.)
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Exercise 6.2. In a temporal gauge, a solution Fσ(γσ) = 0 on X = I × Y can be
written as 

1
2
d
dtB

t = 1
2 ∗ FBt − r

2ρ−1(ψψ∗)0

d
dtr = −Λ(B, r, ψr)
d
dtψ = −(DBψ − Λ(B, r, ψ)ψ)),

where Λ(B, r, ψ) := 〈ψ,DBψ〉L2(Y ). Here, DBψ plays the role of Lz in the toy
example.

7. Lecture 7

We will do the following in this lecture:

• Put the configuration space (and its blowup along irreducibles) and the
bundle over it (where the section of SW expression lives), and the gauge
group acting in this setting into Banach space setting (so that the finite
dimensional intuition largely carries over and to ultimately apply Sard-
Smale theorem).
• Using a slice to locally parametrize a quotient manifold using a submanifold

through a point.
• Morse theory (i) needs ∇f non-degenerate at critical points (can be viewed

as requiring y 7→ ∇yf as a transverse section of TB → B), and (ii) needs
M(a, b) to be a manifold of correct dimension, by requiring(

t 7→ x(t)
)
7→
(
t 7→ ẋ(t) +∇x(t)f

)
to be a transverse section of

⋃
γ∈Map(R,B) Γ(γ∗TB)→ Map(R, B) in a suit-

able function space setting built upon point (i) (this can be generalized
more readily instead of the formulation of stable and unstable submani-
folds intersecting transversely). Analogously in the SW infinite dimensional
picture, need (i) ∇L non-degenerate, and (ii) need 4d SW solution space
on a cylinder up to gauge transformation (flow lines of −∇L on 3d up to
3d gauge transformation) to a manifold with expected dimension. Each
will be dealt with as a perturbation of a Fredholm defining section into a
transverse section.

We achieve by perturbing ∇L into ∇L by adding the gradient of a
“generic” cylinder function, while keeping compactness.

7.1. Functional space setting. Use M to denote either X (possibly with ∂X) in
4d, or Y in 3d setting, compact (or bounded geometry such as R× Y ) Riemannian
with a spinc structure s. Use W to mean the (positive) spin bundle S+ for X, or
S for Y .

The configure space C(M, s) = (A0, 0)+Γ(iT ∗M⊕W ) =
(
A0+Γ(iT ∗M)

)
×Γ(W ),

for example Γ(iT ∗X ⊕ S+) in 4d, and Γ(iT ∗Y ⊕ S) in 3d.
Ck(M, s) =

(
A0 + L2

k(iT ∗M)
)
× L2

k(W ). Banach/Hilbert manifold, a manifold
based on local models of open sets in Banach/Hilbert space (which is a function
space with finite regularity).

The blow-up with regularity

Cσk (M, s) = {(A, s, φ) ∈
(
A0 + L2

k(iT ∗M)
)
× R× L2

k(W ) | s ≥ 0, ‖φ‖L2 = 1}.

The gauge group Gk+1(M) = {u ∈ L2
k+1(M ; C) | |u(p)| = 1}, here we ask

2(k + 1) > dimM , so u is continuous and the condition makes sense by Sobolev
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embedding Lpk(M) ↪→ Cr if k− n
p > r (thus the function space without the condition

is a Banach algebra).
Cσk (M, s) Hilbert manifold with boundary with a Hilbert Lie group Gk+1 acting

smoothly and freely (always having 2(k + 1) > dimM in place).
The tangent space at γ = (A0, s0, φ0) to Cσk := Cσk (M, s) is

Tk|γ := TγCσk := {(a, s, φ) ∈ L2
k(iT ∗M)× R× L2

k(W ) | Re〈φ0, φ〉L2 = 0}.
They fit into the tangent bundle Tk, and one can also complete the fibers using
weaker L2

l norms and denote it as Tl for l ≤ k, replacing k by l in the definition.

7.2. Quotient. We can form quotient Bk(M, s) = Ck(M, s)/Gk+1, and the blow-
up version Bσk := Cσk /Gk+1, where drop the dependence of manifold and spinc

structure for brevity. Bσk is a Hilbert manifold with boundary being a quotient of
a free and smooth group action with closed orbit (the image of dγ below is closed),
and Hausdorff.

The group action Act : Gk+1 ×Cσk → Cσk , (g, γ) 7→ gγ. The differential of this at
the identity g = e and a general configuration γ, is denoted by

dγ := d(e,γ)Act : TeGk+1 → TγCσk .
We locally parametrize the quotient structure using a slice: if we choose any

S
locally closed
⊂

submanifold
C containing a given γ ∈ Gγ such that TγC = imdγ ⊕ TγS, then

ῑ : S → C/G

obtained as the composition S
inclusion ι
⊂ C

quotient
⊂ C/G is a diffeomorphism from an

open neighborhood of γ onto the image, which is an open neighborhood of Gγ in
C/G (by inverse function theorem).

7.3. Construct a slice for the blow-up configuration space. First consider
the irreducible configuration space, then extend it to the blow-up.
γ := (A0,Φ0) ∈ C∗k(M, s) ⊂ Ck(M, s) with Φ0 6= 0.
dγ : L2

j+1(iR)→ Tj |γ , ξ 7→ (−dξ, ξΦ0), for j ≤ k.

Let Jj |γ := dγ(L2
j+1(iR)).

Kj |γ denotes its L2 orthogonal in Tj |γ , explicitly

{(a, φ) | − d∗a+ iRe〈iΦ0, φ〉 = 0, 〈a|∂M , n〉 = 0},
where n is the outwards normal to ∂M . The first condition is d∗γ(a, φ) = 0.
Jj =

⋃
γ∈C∗ Jj |γ and similarly Kj are closed subbundles of Tj |C∗ and they are

orthogonal and complementary.
Jj extends (to the boundary of Cσk ) to J σj over Cσ naturally.
For γ = (A0, s0, φ0) ∈ Cσk , we define

Kσj |γ := {(a, s, φ) | − d∗a+ is2
0Re〈iφ0, φ〉 = 0, 〈a|∂M , n〉 = 0,Re〈iφ0, φ〉L2 = 0}.

They fit together Kσj subbundle of T σj that is complementary to J σj in T σj .
Want to find a closed submanifold Sσk,γ ⊂ Cσk based at γ = (A0, s0, φ0) s.t.

TγS
σ
k,γ = Kσj |γ . We define:

Sσk,γ := {(A0+a, s, φ) | −d∗a+iss0Re〈iφ0, φ〉 = 0, 〈a|∂M , n〉 = 0,Re〈iφ0, φ〉L2(M) = 0}.

Sσk,γ has a well-defined limit as s0 in γ = (A0, s0, φ0) goes to 0, which defines
Sσk,γ for γ on the boundary.
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Note that the construction of Sσk,γ is motivated from the proper transform of the

slice Sk,γ := {(A,Φ) | − d∗a + iRe〈iΦ0,Φ〉 = 0, 〈a∂M , n〉 = 0} through any point
γ = (A0,Φ0) ∈ Ck.
ῑ := quotient ◦ ι : Sσk,γ → Bσk with ι denoting the inclusion, called Coulomb-

Neumann chart/slice (because as we shall see that to bring a general configura-
tion into this slice based at a reducible configuration (A0, 0), one solves the same
equation as in the Coulomb-Neumann gauge fixing previously in the argument of
compactness).

7.4. SW map as a section from the blow-up space with finite regularity.
We have trivial bundle

Vk−1 := Ck × L2
k−1(isu(S+)⊕ S−)→ Ck

and the blow-down map Cσk
π→ Ck. Define Vσk−1 := π∗Vk−1 for the compact manifold.

Fσ(A, s, φ) = (1
2ρX(F+

At)− s
2(φφ∗)0, D

+
Aφ) is a section of Vσk−1 → Cσk with Gk+1

acting equivariantly and smoothly.
In 3d, ∇L smooth section Tk−1 → Ck, and (∇L)σ smooth section for T σk−1 → Cσk .

7.5. As a preliminary, global slice: bring a general point in Ck to the slice
Sk,γ0 at a reducible γ0 = (A0, 0). Recall that the defining condition for the slice
Sk,γ0 is

{−d∗a = 0, 〈a|∂M , n〉 = 0}.
To find a gauge transformation of the form u = eξ to put (A, φ) = (A0 + a, φ)
into the slice, one needs to solve (substituting into the above defining condition)
∆ξ = d∗a, 〈dξ|∂M , n〉 = 〈a|∂M , n〉. ξ is unique if asking

∫
M
ξ = 0.

Define G⊥k+1 = {eξ |
∫
M
ξ = 0}.

We have a diffeomorphism

G⊥k+1 × Sk,γ0
→ Ck, (eξ, (a, φ)) 7→ (A0 + (a− dξ), eξφ),

restricted from the group action map Act.
Bk is quotient of Ck/Gk+1 := ι(Sk,γ0)/(Gk+1/G⊥k+1). Here Gh := Gk+1/G⊥k+1

can be realized as the extension S1 → Gh → H1(M ; Z), where the second map is
taking the associated homotopy class, and H1(M ; Z) is the components of gauge
group. (The notation for Gh comes from an alternative realization as harmonic
maps u : M → S1 with Neumann boundary condition ∆u = 0, 〈∇u, n〉 = 0.)

Exercise 7.1. From the above, show we have homotopy equivalences

Bσk
∼= ι(Sk,γγ0

∩ C∗k)/Gh × (L2
k(S)\{0})/S1 ∼= H1(M ; iR)/2πH1(M ; iZ)× CP∞.

7.6. Tame perturbation. In 3d, we will take perturbation of the following form
f : C(Y ) → R invariant under G. L:=L + f perturbed CSD functional. The
perturbation to the equation is q = ∇f .

When q having less regularity, we call it a formal gradient of some f if for all

smooth γ : [0, 1]→ C(Y ), we have (f ◦ γ)(1)− (f ◦ γ)(0) =
∫ 1

0
〈γ̇, q〉L2dt.

q = (q0, q1) ∈ L2(iT ∗Y )⊕ L2(S). ∇L= ∇L+ q.
Lifted to the blow-up, (∇L)σ = (∇L)σ + qσ. We will write out the LHS (which

also then defines qσ in terms of q):

(∇L)σ :=

 1
2 ∗ FBt + r2ρ−1(ψψ∗)0 + q0(B, r, ψ)

Λq(B, r, ψ)r
DBψ + q̃1(B, r, ψ)− Λq(B, r, ψ)r

 ,
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where q̃1(B, r, ψ) =
∫ 1

0

(
d(B,srψ)q

1
)
(0, ψ)ds, and

Λq(B, r, ψ) = Re〈ψ,DBψ + q̃1(B, r, ψ)〉L2 .

Exercise 7.2. Using the expression of ∇L and the above to write down qσ in terms
of q = (q0, q1) explicitly.

(B, r, ψ) is a crtical point of (∇L)σ iff:
when r 6= 0, (B, rψ) is a critical point of ∇L; when r = 0, (B, 0) is a critical point
of ∇L and ψ is an eignevector of φ 7→ DBφ+

(
d(B,0)q

1
)
(0, φ).

We need tame perturbation (the following definition is a bit technical and one
can proceed to cylinder functions right after it, and we hope to add a sketch of
proof for the last assertion of this lecture which might make the definition more
palatable):

Definition 7.3. (τ -model) Let Z = [t1, t2] × Y . As the 4d blow-up model (with
regularity) viewed as a path in 3d blow-up model, one needs to divide a factor to
rescale the last variable so that it satisfies ‖ ‖L2(Y ) = 1 (we need to invoke unique
continuation theorem which implies that we never divide by 0), the rescaling factor
needed to multiplied to the second variable, which now is a non-negative function
s(t) on t ∈ [t1, t2]. This is the τ -model and we use superscript τ to signify it, and
we ask

s ∈ L2
k([t1, t2]) ∩ {s(t) ≥ 0}.

Cτk is not a Hilbert manifold with boundary but a closed submanifold of an obvious
Hilbert manifold (where the middle factor is L2

k([t1, t2])).

Exercise 7.4. Work out the tangent bundle, and slice in τ -model.

Definition 7.5. (tame) Let Z = [t1, t2] × Y . We want to use gauge invariant
norm L2

k,A, then we no longer have a trivial bundle Vk as a normed vector bundle.

L2
−k := (L2

k)∗.
Given γ ∈ Cτ (Z), we view it as a path γ̌(t) in Cσk (Y ), then we have qσ(γ̌(t)) ∈

L2
k(Y ; iT ∗Y ) ⊕ R × L2

k(Y ;S), using Clifford multiplication to identify iT ∗Y with
isu(S+) and S with S−. Then this becomes an element in Vτk , denoted by q̂τ (γ).
One also has the non-blow-up version q̂ of the above.

For an integer k ≥ 2, a perturbation q : C(Y ) → T0 is k-tame if it is the formal
gradient of continuous GY -invariant function on C(Y ), such that

• γ 7→ q̂(γ) is a smooth section of Vk(Z)→ Ck(Z),
• for every integer j ∈ [1, k], q̂ is a continuous section of Vj(Z)→ Cj(Z),
• for every integer j ∈ [−k, k], dq̂ which is a smooth section of

Hom(TCk(Z),Vk(Z))→ Ck(Z),

extends to a smooth section Dq of Hom(TCj(Z),Vj(Z))→ Ck(Z),
• there exists constant m2, ‖q(B,ψ)‖L2 ≤ m2(‖ψ‖L2 +1) for (B,Ψ) ∈ Ck(Y ),
• for any smooth connection A0, there exists a real function µ1 such that
‖q̂(A,Φ)‖L2

1,A
≤ µ1(‖A−A0,Φ‖L1

1,A0
),

• q : C1(Y )→ T0 in Y is C1.

If q is tame for all k ≥ 2, then q is called tame.

This technical definition will become handy in the proof of achieving transver-
sality while keeping compactness. One cannot help but notice some similarity with
an ingredient in the definition of sc-smoothness in polyfold theory.
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Readers can skip the above definition on the first reading and just proceed to
the following construction of a class of functions called cylinder functions that will
give tame perturbations.

7.7. Cylinder functions. We break up the construction into several bite-size
pieces:

7.7.1. Choose a simpler quotient representative. We have Gk+1 = G⊥k+1 × Gh from
the above.

In 3d setting, at γ0 = (B0, 0), we have difeomorphism G⊥k+1 × Sk,γ0
→ Ck(Y )

which is the group action, where Sk,γ0
= {d∗b = 0} as above.

We want Gk+1-invariant function. Due to the above splitting and identification,
only need to construct functions on Sk,γ0 that are invariant under Gh.

7.7.2. Torus-valued function on configuration pairing with 1-forms. Given a co-
closed 1-form c ∈ Γ(iT ∗Y ) = Ω1(iR) (namely, d∗c = 0), define

rc : C(Y )→ R, (B0 + b, ψ) 7→
∫
Y

b ∧ ∗c̄ = 〈b, c〉Y .

u ∈ Gk+1, −u−1du represents h ∈ 2πiH1(Y ; Z), rc ◦ u − rc = (h ∪ [∗c̄])[Y ]. If
c = d∗c′ coexact, rc is invariant under Gk+1.

Denote T := H1(Y ; iR)/2πiH1(Y ; Z), we can choose i-valued harmonic 1-forms
modulo those with 2πi periods as preferred representatives. Choose integral basis
w1, · · · , wt ∈ H1(Y, iR), so T ∼= Rt/2πZt.
C(Y )→ T, (B0 + b, ψ) 7→ [bharm].
We have (B,ψ) 7→ (rw1

(B,ψ), · · · , rwt(B,ψ)) mod 2πZt.

7.7.3. C-valued equivariant function from pairing of the spinor direction. We choose
a splitting S1 → Gh �

v
H1(Y ; Z), e.g. using harmonic gauge transformations such

that u(x0) = 1 for some base point x0.
Define G0

k+1(Y ) = Gh,0(Y )× G⊥k+1(Y ), where Gh,0(Y ) = im(v).

G0
k+1(Y ) acts freely on Ck(Y ) with quotient B0

k. The S1 action on B0
k induced

by the Gk+1 = S1×G0
k+1 action on Ck is eiθ ∈ S1 acting as (B,ψ) 7→ (B, eiθψ). We

have Bk := Ck/Gk+1 = B0
k/S

1.
H1(Y ; iR) × S (with S spin bundle) acted by Gh,0 = im(v), with the quotient

T× S =: S which fibers over T× Y .
For a smooth section Υ of S → T × Y , we can always choose a lift Υ̃ which is

a section of H1(Y ; iR) × S → H1(Y ; iR) × Y . Denoting Υ̃b(y) := Υ̃(b, y), we have

Υ̃α+κ(y) =
(
v(κ)

)
(y)Υ̃α(y), where v is the splitting above.

Recall quickly on Hodge theory. In particular, ∆ = d∗d has Green function
G : L2

k−1(Y ) → L2
k+1(Y ), ∆ ◦ G = Id. Given Υ of S, we define a G0-equivariant

map Υ† : C(Y )→ Γ(S), (B0 + b, ψ) 7→ e−Gd
∗bΥ̃bharm

.

Define qΥ : (B,ψ) 7→
∫
Y
〈ψ,Υ†(B,ψ)〉 = 〈ψ, Υ̃†〉Y . qΥ is G0-invariant, and also

S1 equivariant.

7.7.4. Invariant function from finitely many directions picked out. Choose coclosed
c1, · · · , cn+t, where the first n coexact, and last t being basis wi above. Choose m
sections Υ1, · · · ,Υm of S.

Define function p : C(Y )→ Rn × T× Cm,

(B,ψ) 7→ (rc1(B,ψ), · · · , rcn+t
(B,ψ), qΥ1

(B,ψ), · · · , qΥm(B,ψ)).
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We have an S1-action on R × T × Cm acting on the last factor Cm. Choose an
S1-invariant compactly supported g : Rn × T× Cm → R.

7.7.5. Cylinder function and being large enough. Define f := g ◦ p and q := ∇f . A
function of this form is called a cylinder function.

Exercise 7.6. Show that space of cylinder functions is ‘large enough’: for any

[B,ψ] ∈ B∗k(Y ) := C∗k/Gk+1,

any non-zero tangent vector v ∈ T[B,ψ]B
∗
k(Y ). There exists a cylinder function

f : Ck(Y )→ R with the quotiented restriction f̄ := (f |C∗k )/Gk+1 : B∗k(Y )→ R such

that (d[B,Ψ]f̄)(v) 6= 0.

Make a countable collection of such choices of cylinder functions. The space P
of countable sequence of constant weights used for linear combination of cylinder
functions is the Banach space of perturbations.

7.8. Transversality in 3d. Let P be the Banach space of weights for linear com-
binations for cylinder functions.

There exists a residual (complement of countable intersection of open dense
sets, especially non-empty) subset Pres of P, such that for any q ∈ Pres, zeros
of (∇L)σ = (∇L)σ + qσ, which is a section of T σk−1 → Cσk (Y ), is non-degenerate
(This means the following: We have for j ≤ k, T σj ∼= J σj ⊕Kσj as before, (∇L)σ is
transverse to the subbundle J σk−1, recalling it being invariant under group action).

This is proved using Sard-Smale theorem.

8. Lecture 8: Transversality in 3d making all zeros of perturbed
SW map non-degenerate

8.1. Perturbation of SW map / the gradient of CSD. No exercise session
(so that the final lecture will have one).
L CSD functional. SW map ∇L.
Perturb it by q = ∇f = (q0, q1) ∈ L2(iT ∗Y )⊕ L2(S).

q̃1(B, r, ψ) =
∫ 1

0
(dB,srψq

1)(0, ψ)ds for (B, r, ψ) ∈ Cσ.

Λq(B, r, ψ) = Re〈ψ,DBψ + q̃1(B, r, ψ)〉L2 .

Let L:=L+ f , thus ∇L= ∇L+ q =

 1
2 ∗ FBt + r2ρ−1(ψψ∗)0 + q0(B, r, ψ)

Λq(B, r, ψ)r
DBψ + q̃1(B, r, ψ)− Λq(B, r, ψ)r

.

8.2. Splitting the tangent bundle complementary to the group action.
Last time Cσk has tangent bundle Tσk = J σk ⊕Kσk , where the first factor is tangent to
the gauge group orbit. We complete this in lower regularity to have Tσj = J σj ⊕Kσj
for j ≤ k and most relevant case is j = k − 1.

A zero (perturbed SW solution) a ∈ Cσk (Y ) of (∇L)σ is non-degenerate if (∇L)σ ∈
Γ(Tσk−1) is transverse to J σk−1 (natural from quotient space viewpoint).

Want to show that: for P Banach space of tame perturbation, there exists a
Pres ⊂ P (complemenet of countable intersection of open dense subsets, in par-
ticular, non-empty), such that q ∈ Pres, we have (∇L)σ = (∇L)σ + qσ has only
non-degenerate zeros.
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8.3. Characterization of non-degeneracy. We want to abstractizing the Hes-
sian ∇

(
(∇L)σ

)
:

Definition 8.1 (k-ASAFOE). An operator L acting on sections of a vector bundle
E → Y is called k-almost self-adjoint first order elliptic (k-ASAFOE) if L = L0 +h,
where

• L0 is SAFOE (self-adjoint first order elliptic) operator with smooth coeffi-
cients.
• h : C∞(E)→ L2(E) an operator extends to a bounded operator L2

j (E)→
L2
j (E), for all |j| ≤ k (here, L2

−m = (L2
m)∗ with respect to L2 inner prod-

uct), but h is not necessarily self-adjoint.

It is called ASAFOE, if k-ASAFOE for all k.

Properties:

• L is k-ASAFOE, then regularizing: u ∈ L2
−k, Lu = v ∈ L2

j with |j| ≤ k,

then u ∈ L2
j+1.

• L is k-ASAFOE, then L : L2
j (E) → L2

j−1(E) is Fredholm of index 0 (due
to self-adjoint) for −k ≤ j ≤ k.
• The previous item implies that L : L2

j → L2
j−1 invertible iff injective. More-

over, invertible for one j implies invertible for all |j| ≤ k.
• So λ is an eigenvalue iff (L − λ) : L2

j → L2
j−1 not invertible (independent

of j).
• L : L2

j → L2
j−1 with L = L0 + h k-ASAFOE.

Then:


If h symmetric, then eigenvalues are real,

there exists complete orthonormal eigenvectors in L2
k+1, dense in L2.

If h non-symmetric, then imaginary parts of eigenvalues of

complexification of L⊗ 1C bounded by L2-operator norm of h−h∗
2 .

Remark 8.2. h symmetric, eigenvalues are unbounded in both directions.

Denote the tangent bundle for Ak acted by Gk+1 by T red
j = J red

j ⊕Kred
j for j ≤ k.

Fibers are exact and coclosed 1-forms in iR.
prT red

k−1
◦ (∇L|Ak×{0}) defines (∇L)red : Ak → T red

k−1.

For B ∈ Ak, Dq,B : L2
k(S) → L2

k−1(S), φ 7→ DBφ + (d(B,0)q
1)(0, φ) is k-

ASAFOE, S1-equivariant, then it is complex linear operator.

Definition 8.3 (characterization). A zero a = (B, r, ψ) ∈ Cσk is a non-degenerate

zero of (∇L)σ iff


r 6= 0, (B, rψ) is non-degenerate zero of ∇L,
r = 0, ψ eigenvector of Dq,B with simple eigenvalue λ 6= 0

(for Dq,B as complex operator), B non-degenerate zero of (∇L)red.

Remark 8.4. First, recall that Actσ : Gk+1 × Cσk → Cσk , dσa := d(id,a)Actσ :
TidGk+1 → TaCσk .

(∇L)σ non-degenerate at a reducible a = (B, 0, ψ) is equivalent to surjectivity
of

dσa ⊕ d(B,0,ψ)(∇L)σ =

−d dB(∇L)red 0 0
0 0 λ 0
ψ 0 0 Dq,B − λ,


where the last 3× 3 matrix is da(∇L)σ.
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8.4. h non-symmetric in our cases, eigenvalues are real. On irreducible
C∗k(Y ), Tj |C∗k(Y ) = Ji ⊕ Kj . The slice Sk,α = α + Kk,α through α = (B0,Ψ0),

where {(b, φ) | − d∗b+ iRe〈iΨ0, φ〉 = 0}.
Hessq,α = prKk−1,α

◦ dα(∇L)|Kk,α is Gk+1-equivariant.

Being symmetric implies that there exists a complete orthonormal basis {en} in
K0,α which are smooth with real eigenvalues λn. The span {en} is dense in all Kj,α.
The operator is Fredholm with index 0.

To show this, consider the extended Hessian(
ˆHessq,α : Tk,α ⊕ L2

k(iR)→ Tk−1,α ⊕ L2
k−1(iR)

)
=

(
dα∇L bα

d∗α 0

)

=

DB0
0 0

0 ∗d −d
0 d∗ 0

+ h with 3 coordinates being L2
k(S)⊕ L2

k(iT ∗Y )⊕ L2
k(iR)

=

 0 x dα
x Hessq,α 0
dα 0 0

 with 3 coordinates being Jk ⊕Kk ⊕ L2
k(iR),

where x = prJk−1,α
◦ dα∇L|Kk,α , is k-ASAFOE. x = 0 at zeros of ∇L.

It has Hessq,α as a block, so it has a complete orthonormal basis.
For blown-up, Hessian no longer the second derivative of a function. We have

Hessσq,a : Kσk,a → Kσk−1,a similarly. da(∇L)σ =

(
0 x
y Hessσq,a.

)
x = 0, y = 0 at zero of (∇L)σ.
Non-degenerate iff Hessσq,a is surjective.

Definition 8.5. Extended ˆHess
σ

q,a : Tσk,a ⊕L2
k(iR)→ Tσk−1,a ⊕L2

k−1(iR) as a block
matrix below:

dσa is defined similar as before.

dσ,†a : Tσk,a → L2
k−1(iR) s.t. ker bσ,†a = Kσk,a.

Let a = (B0, s0, ψ0), dσ,†a : (b, s, ψ) 7→ −d∗b+ is2
0Re〈iψ0, ψ〉+ i|ψ0|2Re(

∫
Y
〈iψ0,ψ∫
Y

1
).

For a zero, we have ˆHess
σ

q,a =

(
da(∇L)σ dσa

dσ,†a 0

)
=

 0 0 dσa
0 Hessσq,a 0

dσ,†a 0 0

.

This is not a perturbation of an elliptic operator on Y . ψ is orthogonal to ψ0, r
is not section unconstrainted. One way to remedy this is to define Ψ := ψ + rψ0.
(b,Ψ, c) ∈ L2

j (iT
∗Y ⊕ S ⊕ iR) in this coordinate above is L0 + ha, where L0 = ∗d 0 −d

0 DB0 0
−d∗ 0 0

 is k-ASAFOE. Not symmetric but spectrum is real (see [KM]

Lemma 12.4.3).

8.5. Transversality.

Lemma 8.6. E, F and P separable (countable dense subset) Banach manifolds.
S ⊂ F closed submanifold. F : E × P → F , Fp(e) = F (e, p). Suppose F is
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transverse to S and for all (e, p) ∈ F−1(S),

TeE
deFp→ TfF

π→ TfF/FfS,

where f := F (e, p), is Fredholm. Then there exists a residual Pres ⊂ P such that
for any p ∈ Pres, Fp : E → F is transverse to S.

8.5.1. Irreducible case. For irreducible case, suffice to look at ∇L on C∗k(Y ). Con-
sider g : C∗k × P → Kk−1, (α, q) 7→ (∇L)(α) = (∇L)(α) + q(α).

Claim: g transverse to the zero section of Kk−1. Namely, the surjectivity of(
(b, ψ), δq

)
7→ Hessq,α(b, ψ) + δq(α)

at zero α = (b, ψ) and tangent δq.
Indeed, cokernerl of Hessq,α is finite dimensional, and L2-orthogonal to the range

= ker Hessq,α.
Suffice to show for v ∈ ker(Hessq,α)\{0}. There exists δq ∈ P s.t.

〈δq(α), v〉L2 = ∇(δf) = d(δf)(v) 6= 0.

True by tame perturbation via cylinder function being large enough and approx-
minated by dense P. So g−1(0) Banach manifold.
Z = g−1(0)/Gk+1 ⊂ B∗k(Y ) × P, and we have Z → P, restricted from pr2,

smooth Fredholm of index 0. The set of regular values is a residual set.

8.5.2. Reducible case. gred : Ak×P → Kred
k−1, (B, q) 7→ (∇L)red(B) = (∇L)red(B)+

q(B, 0).
Same proof shows gred transverse to the zero section of Kred

k−1. To achieve other
conditions in the characterization, perturb in direction normal to the irreducibles.
P⊥ ⊂ P that consists of q vanishing at reducible locus.
Let Opsa be the space of self-adjoint Fredholm map L2

k(S) → L2
k−1(S) of form

DB0 + h.
B0 spinc connection, h self-adjoint operator extendable to bounded L2

j → L2
j ,

j ≤ k.
Opsa Banach, stratified by kernel dimension. Let L ∈ Opsa with kerL = V , the

tangent space to L in its stratum is ker(Opsa → Opsa(V )), N 7→ pr|V ◦N |V .
In Opsa, the set of operators whose spectrum is not simple is countable union of

the images of Fn, Fredholm operator of negative index. To define it, first denote
Opsa

n ⊂ Opsa the space of operators having 0 as eigenvalue of multiplicity exactly
n. Then Fn : Opsa

n ×R→ Opsa, (L, λ) 7→ L+λ. Fn is local embedding, the normal
bundle at L+ λ is isomorphic to the space of traceless self-adjoint kerL→ kerL.
Dq,B0

defined earlier.
Define M : Ak × P⊥ → Opsa, (B, q⊥) 7→ Dq⊥,B .
Claim: M is transverse to the stratification of Opsa and transverse to Fn for all

n.

Proof. Let q⊥ = ∇f⊥. V := kerDq⊥,B . Regard V as the subspace of normal
bundle of Ak in Ck(Y ).

Facts: Let K compact subset of finite dimensional C1 submanifold N ⊂ B0
k(T ) =

Ck(Y )/G0
k+1(Y ), the latter of which has been introduced in the last lecture.

K,N invariant under S1.
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There exist a collection of coclosed forms cν and sections Υ of S and a neigh-
borhood U of K in N s.t. p : B0

k(Y ) → Rn × T × Cm gives an embedding of
U .

Choose p s.t. dp embeds S1-invariant V = kerDq⊥,B in Cm ⊂ Tp(B,0)(Rn × T×
Cm) from choices made to construct P.

Choose S1-invariant function δg on Rn × T× Cm s.t. δf = δg ◦ p.
Hess of δf |V is any S1-equivariant complex linear self-adjoin V → V . Take δf

approximated from P.
Similar for showing transverse to Fn �

(gred)−1(0) ⊂ Ak × P.
(gred)−1(0)/Gk+1 ⊂ Ak/Gk+1×P, we have a map from the former to P restricted

from the pr2 of the latter. This is Fredholm of index 0.

P⊥ × (gred)−1(0)/Gk+1
Id×or2→ P⊥ × P.

Same argument shows W ⊂ P⊥ × (Ak/Gk+1) consists of (q⊥, [B]) where Dq⊥,B

either is non-simple or consists 0 as eigenvalue is a countable union of Banach
submanifolds Wn, n of finite positive codimension.

Indeed, at each x ∈ W, there exists complement to TxW contained in TP⊥

direction.
Take product with P, W ×P ⊂ P⊥ × (Ak/Gk+1)× P.
Similar statement implies that P⊥×(gred)−1(0)/Gk+1 andW×P are transverse,

so the intersection is a locally finite union of Banach submanifolds U ⊂ P⊥ ×
(gred)−1(0)/Gk+1 of finite positive codimension.

Projection to P⊥ × P for each component of U is Fredholm of negative index.

Sard-Smale gives regular values. P⊥×P addition→ P maps a residual set to a residual
set.

9. Lecture 9

This lecture is about moduli spaces of trajectories and regularity. Exercise ses-
sion fills some details skipped during the lecture and gives the proof for regularity.

We focus on shifting the functional analytic setting from I × Y with compact I
to R× Y =: Z.

We saw in the lecture notes that Cτ (I × Y ) the τ model (instead of σ model)
adapted to the flow picture.
σ model: A typical point in the blow-up configuration space is (A, s, ψ) with

constant s ≥ 0 and ‖ψ‖L2(Z) = 1 in 4d.

We restrict spinor ψ̌(t) := ψ(t, ·) on each slice Y ∼= {t}×Y (unique continuation
property implies that if ψ 6= 0, then ψ̌(t) 6= 0 for all t.)

To make each slice a σ model (with last entry being of unit length), we need
to divide the spinor by its norm and multiply this norm to the middle entry,

(Ǎ(t), s‖ψ̌(t)‖L2(Y ),
ψ̌(t)

‖ψ̌(t)‖L2(Y )

), making it into a non-negative function R → R≥0.

This is τ model.
Cτk (Y ) with the middle function asked to be in L2

k. This is no longer a Hilbert/Banach

manifold with boundary, but a closed subspace of a Hilbert manifold C̃τk (Y ) where
the middle function in the latter is R→ R (no constraint).

For I compact, we have the correspondence between a point in Cτ (I×Y )/G(I×Y )
in 4d and a smooth path in Cσ(Y )/G(Y ) in 3d.
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But for I = R, need care: C̃k,loc :=

{(A, s, φ) ∈ A0 + L2
k,loc(iT

∗Z) × L2
k,loc(R,R) × L2

k,loc(S
+) | ‖ψ̌(t)‖L2(Y ;S) = 1},

here Y ∼= {t}×Y and S ∼= S+|{t}×Y . The subscript loc means L2
k norm is bounded

for function/section restricted to compact I × Y .
We also consider the un-tilded version Cτk,loc where s(t) ≥ 0.

The gauge group Gk+1,loc = {u ∈ L2
k+1,loc(Z,C) | |u(·)| = 1}, with quotients

Bτk,loc ⊂ B̃τk,loc.
q ∈ Pres residual part such that zeros of (∇L)σ non-degenerate.

4d SW map is a section Fτq : C̃τk,loc(R × Y ) → Vτk−1,loc(R × Y ), the fiber of the

latter at (A0, s0, φ0) is {(a, s, φ) ∈
L2
k−1,loc(isu(S+))⊕L2

k−1,loc(R,R)⊕L2
k−1,loc(S

−) | Re〈φ̌0(t), φ̌(t)〉L2(Y ) = 0 for all t}.
This bundle is not a locally trivial vector bundle, but ok if we choose some projec-
tion.

If b is zero of (∇L)σ, b corresponds to a translation-invariant γb ∈ Cτk,loc(Z) s.t.

Fτq (γb) = 0. So γ̌b(·) is constant.

Definition 9.1. [γ] ∈ B̃τk,loc(Z) is asymptotic to [b] as t→ ±∞, if [τ∗t γ]→ [γb] in

B̃τk,loc, where τ∗t γ := γ(·+ t). Written as lim
→
γ = [b] when t→ +∞, and lim

←
[γ] = [b]

when t→ −∞.

Definition 9.2. A moduli of trajectories is
M([a], [b]) = {[γ] ∈ Bτk,loc(Z) | Fτq (γ) = 0, lim

←
γ = [a], lim

→
γ = [b]}. It is indepen-

dent of k due to elliptic regularity before. We also have M̃([a][b]), where we have

[γ] ∈ B̃τk,loc(Z) and with the same other constraints.

[γ] ∈ M([a], [b]) corresponds to [γ̌(·)] in Bσk (Y ) connecting from [a] to [b]. It
determines a relative homotopy class z ∈ π1(Bσk (Y ); [a], [b]) which is an affine space
over H1(Y ; Z), the components of gauge group, via action. So it decomposes into
components, M([a], [b]) =

⊔
zMz([a], [b]). This is most natural way to describe the

moduli space of trajectories.
But we need more direction version for transversality:
Choose lifts a and b in Cσk (Y ) of zeros [a] and [b] of (∇L)σ. Choose smooth

γ0 = (A0, s0, φ0) ∈ Cτk,loc(R × Y ), which is γa near −∞ and γb near +∞ and

[γ̌0] ∈ z.
Define C̃τk (a, b) = {γ ∈ Cτk,loc(Z) | γ − γ0 ∈ L2

k(iT ∗Z) × L2
k(R,R) × L2

k,A0
(S+)},

here L2
k is global, and L2

k,A0
means (higher) covariant derivative are defined using

the connection A0 from γ0.
Sitting inside, we have Cτk (a, b) where we have the middle variable in L2

k(R, [0,∞)).
The gauge group is defined as Gk+1 := {u ∈ Gk+1,loc | u(Cτk (a, b)) ⊂ Cτk (a, b)}. A

fact is Gk+1(Z) = {u ∈ Gk+1,loc | 1− u ∈ L2
k+1(Z; C)}.

Define Bτk,z([a], [b]) = Cτk (a, b)/Gk+1(Z). Bτk ([a], [b]) :=
⊔
z B

τ
k,z([a], [b]). The

tilde version are defined the same way. They are Hausdorff.

Theorem 9.3. Let [γ] ∈ Mz([a], [b]). Choose any lift γ ∈ Cτk,loc(Z), choose lifts

a, b and γ0 such that [γ̌0] ∈ z. Then there exists u ∈ Gk+1,loc s.t. u(γ) ∈ Cτk (a, b)
(namely, there exists a gauge representative that lies in the direct description). Any
two such u and u′, we have u′u−1 ∈ Gk+1(Z). So

γ 7→ [(u(γ))] = [(u′u−1)(u(γ))] = [u′(γ)] ∈ Bτk,τ ([a], [b])
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is well-defined independent of choice u. Then actually this map descends to an
injective map from Mz([a], [b]), and this map has the image

{[γ] ∈ Bτk,τ ([a, b]) | Fτq (γ) = 0},

and this bijection is homeomorphism. Similarly, we have the statement for the tilde
version.

9.0.1. Local structure of moduli space of trajectories. We have just realizedMz([a], [b])
as the zero set of Fτq . Now we want to show Fτq to be locally non-linear Fredholm
between Banach manifolds.
L0 + h k-ASAFOE on sections of E → Y as in the last lecture (L0 SAFOE,

h : C∞(E)→ L2(E) extends to bounded h : L2
j (E)→ L2

j (E) for all j with |j| ≤ k).
We pull E → Y back to E → Z = R× Y .

Consider the translation-invariant D = d
dt+L0+h is bounded L2

j+1(E)→ L2
j (E)

for |j| ≤ k.
Spectrum for an operator on a real Hilbert space means spectrum of its com-

plexification.

Definition 9.4. Let L0 +h be a k-ASAFOE operator. It is hyperbolic, if spectrum
is disjoint from the imaginary axis in C.

Proposition 9.5. L0 + h hyperbolic, then D = d
dt + L0 + h : L2

j+1(E)→ L2
j (E) is

invertible (thus Fredholm).

Now consider time-dependent h. D := d
dt + L0 + h : L2

1 → L2 (independent of k
so we consider lowest k). Family L0 + ht, t ∈ [0, 1], which is a continuous path in
{bounded operator L2 → L2} with L0 + h0 and L0 + h1 hyperbolic.

The spectral flow sf(L0 + ht) = “net number of eigenvalues whose real parts
go from negative to positive”. We make this precise in the exercise session as a
genericity statement.

Proposition 9.6. L0 SAFOE on sections of E → Y , ht bounded L2(E)→ L2(E)
continuous in t in operator norm with h±∞ = h±, and L0 + h± hyperbolic. Then
Q = d

dt+L0+ht : L2(R×Y ;E)→ L2(R×Y ;E) is Fredholm with index = sf(L0+ht).

9.0.2. Slice. T τj denotes the L2
j fiber-completion of the tangent bundle of C̃τk (a, b)

(the latter of which has the constraint Re〈φ0|t, φ|t〉L2(Y ;S) = 0 in its definition),
where φ0 is from the base and φ is from the vector.

Write the derivative of the gauge group action as before as dτγξ = (−dξ, 0, ξφ0)
with γ = (A0, s0, φ0).

Define Sτk,γ := {(A = A0 + a, s, φ) ∈ C̃τk (a, b) | Coulτγ(A0 + a, s, φ) = 0}, where

Coulτγ : C̃τk (a, b)→ L2
k−1(iR),

(A0 + a, s, φ) 7→ −d∗a+ iss0Re〈iφ0, φ〉+ i|φ0|2Re(

∫
Y
〈iφ0, φ〉∫
Y

1
).

The point of this map is its linearization dγCoulτγ extends to dτ,† : T τj → L2
j−1(iR)

has the following property: Kτj,k := ker dτ,†γ and J τj,γ = imdτγ are complementary
closed subspaces spanning T τj,γ which vary smoothly over the base.

Want to show that restricting to the slice denoted by ·|, the equation has Fred-
holm linearization.
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Fτq | a section of Vτk−1| → Sτk,γ , where a tame perturbation q chosen s.t. zeros of

(∇L)σ are non-degenerate.
Vτk−1 is not a trivial vector bundle along the path, and we need a projection Πτ

γ

to define linearization (just like differentiating on a sphere), where

Πτ
γ : L2

j (isu(S+))⊕ L2
j (R,R)⊕ L2

j,A0
(S−)→ Vτj,γ ,

(η, r, ψ) 7→ (η, r,Π⊥φ0(t)ψ) where Π⊥φ0(t)ψ = ψ − Re〈φ̌0(t), ψ(t)〉L2(Y ;S)φ0.

dFτq is defined by taking derivative in the ambient Banach space, then projecting.
a = b+ cdt where b is in temporal gauge, and we denote

(a, r, φ) = ((b, r, ψ), c) = (V, c).

dγ0
Fτq : (V, c) 7→ d

dtV + d(∇L)σ(V ) + dσγ0(t)c. Here d
dtV :=

(
db
dt ,

dr
dt ,Π

⊥
φ0(t)(

dφ
dt )
)
.

(We used iT ∗Y with isu(S+)).

We impose the Coulomb gauge fixing condition 0 = dτ,†0 (V, c) = dc
dt + dσ,†γ0(t)(V ).

We also assume γ0 is in temporal gauge for convenience.
SW + gauge fixing, Qγ0

= dγ0
Fτq ⊕ dτ,†γ0

. In path notation, (V, c) 7→ d
dt (V, c) +

Lγ0(t)(V, c).

Here, if denoting c := γ0(t), Lc =

(
dc(∇L)σ dσc

dσ,†c 0

)
= Ĥess

σ

q,c before.

Theorem 9.7. Qγ0 is Fredholm for 1 ≤ j ≤ k with index independent of j and
satisfying the semi-Fredholm estimate/Gårding inequality ‖u‖L2

j
≤ C1‖Qγ0

u‖L2
j−1

+

C2‖u‖L2
j−1

.

d(Fτq |slice) : Kτj,γ → Vτj−1,γ Fredholm with index same as that of Qγ0
, also called

relative grading

grz([a], [b]) = gr(a, b) = sf(Ĥess
σ

q,γ̂0(t)) = sf(

(
0 dσγ(t)

dσ,†γ0(t) 0

)
⊕Hessσq,γ0(t)) = sf(Hessσq,γ0(t)).

9.0.3. Regularity. Mz([a], [b]) ⊂ M̃z([a], [b]) ⊂ B̃τk,z([a], [b]), where the first one has

s(t) ≥ 0.
A neighborhood of [γ] in Mz([a], [b]) is the zero set of Fτq |Uγ : Uγ → Vτk−1. If

dγFτq | : Kτk,γ → Vτk−1,γ is surjective, then Mz([a], [b]) is a manifold near [γ] of

dimension dim ker dγFτq | = indQγ = grz([a], [b]).
Unique continuation means a SW solution γ = (A, s, φ) has either s ≡ 0 or

s : R→ R\{0}.
In the second case if s > 0, [γ] ∈Mz([a], [b]), so

Mz([a], [b]) = M̃z([a], [b])/(i : [A, s, φ] 7→ [A,−s, φ]).

In the flow form of 4d SW equation, we have appearance of Λq(a), which plays
the eigenvalue role in the finite dimensional case. If a is a reducible zero, a is called
boundary-stable if Λq(a) > 0, and boundary-unstable if Λq(a) < 0.

Lemma 9.8. If Mz([a], [b]) conatins an irreducible trajectory, then a is either ir-
reducible or boundary-unstable, and b is either irreducible or boundary-stable.

Proof. ds
dt = −Λq(γ̌(t))s and s > 0. We have Λq(γ̌(t))→ Λq(a) and to Λq(b).

If a reducible, s→ 0 at −∞, then Λq(a) < 0.
If b reducible, similarly, we have Λq(b) > 0. �
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If γ reducible, Qγ = Q∂γ ⊕Qνγ .

Q∂γ = (dγFτq )∂ ⊕ dτ,†γ whose first factor is invariant under involution i, and

Qνγ : L2
k(iR)→ L2

k−1(iR), s 7→ ds
dt + Λ(γ̌)s.

After calculation, one can see (dim kerQνγ ,dimcokQνγ) is (1, 0) if a is ∂-unstable
and b is boundary-stable; (0, 1) if a is boundary-stable and b is boundary-unstable
(this case is said to be boundary-obstructed, this is still ok due to be constant
dimension of cokernel); (0, 0) if both a and b are boundary-stable, or both a and b
are boundary-unstable.

The definition of regular is stated.
The regularity theorem says that there exists a residual q ∈ Pres, (i) all zeros of

(∇L)σ non-degenerate; (ii) Mz([a], [b]) is regular.
The proof is provided in the exercise session.

10. Lecture 10

We will discuss gluing and neighborhood of stratum of broken trajectories.

10.0.1. Compactness of moduli spaces of broken trajectories. Let [a] and b be (non-
degenerate) zeros of (∇L)σ.
Mz([a], [b]) is called non-trivial if [a] 6= b or z is non-trivial.
For any [γ] in a non-trivial moduli space, [τsγ] will be a different element, where

the shift τs : γ 7→ [γ(·+s)] descends to a map between the gauge equivalence classes.
Let [γ̌] denote its equivalence class under shift (not to be confused with γ̌(t) with
t variable regarded as a path in 3d), called an unparametrized trajectory.
M̌z([a], [b]) denotes the moduli space of unparametrized non-trivial trajectories.

Definition 10.1. An unparametrized broken trajectory joining [α] to [b] is a tuple
([γ̌1], [γ̌2], · · · , [γ̌n]), where

• n ≥ 0,
• [γ̌] ∈ M̌zi([ai−1], [ai]),
• [ai] for 0 ≤ i ≤ n are zeros of (∇L)σ, with a0 = a and an = b, and
z = z1 ∗ · · · zn the concatenated homotopy path.

We denote this as [γ̌+] (as the mathbb font in the lecture is not native for Greeks
in TeX) and call it n-broken (note that we have n − 1 broken points). If n = 0,
then [γ̌+] = [α0] by convention.

The moduli space of such broken trajectories is denoted by M̌+
z ([a], [b]). γ̌i is

the representative of the i-th component [γ̌i].

We now define the topology for M̌+
z ([α], [β]).

Fix a point [γ̌+] ∈ M̌+
z ([a], [b]), we define a neighborhood of it as follows:

Choose [γi] lifting [γ̌i] for all i, and let Ui ⊂ Bτk,loc(R×Y ) an open neighborhood

of [γi]. Let T ∈ R+ nonnegative reals.
Consider [δ̌+] = ([δ1], . . . , [δm]), where m ≤ n (possibly less components), we

need to assign how n components get allocated to those (possibly less) m compo-
nents via a surjective and order-preserving allocation map j : n := {1, · · · , n} → m,
and if several adjacent components indexed by a subset i1, ik + 1, · · · , i1 + k of
n mapped to same component indexed j ∈ m, one should picture that each of
those different shifted [τsi1+iδj ] is in the neighborhood Ui1+i of [γi1+i], so [δj ] is in

the neighborhood of a trajectory ‘glued’ from [γi1+i], · · · , [γi1+k]. Let us package
the component allocation and shift allocation map by (j, s) : n → m × R, where
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1 ≤ i1 < i2 ≤ n implies either j(ii) ≤ j(i2) or ‘j(i1) = j(i2) and s(i1) + T ≤ s(i2)
(adjacent components have relative shift of at least T away’.

To summarize the above, define

Ω := Ω(U1, · · · , Un, T ) := {[δ̌+] ∈ M̌+
z ([a], [b]) | [δ̌+] is m-broken for some m ≤ n ,

∃ allocation (j, s) : n→ m× R, s.t [τs(i)δj(i)] ∈ Ui]}.
Ω is considered as an open neighborhood for [γ̌+]. Those Ω for different [γ̌+],

Ui’s and T define a basis which gives the topology for M̌+
z ([a], [b]).

A misleadingly simple to state, but carrying a lot of heavy-lifting in the proof
where the most technical ingredient we have covered before is the following:

Theorem 10.2. M̌+
z ([a], [b]) is compact.

10.0.2. Stratified spaces. We give a primitive version of stratified spaces for our
purpose (only counting points in codimension 1 strata).

Definition 10.3. Nd is a d-(dim) stratified space if we have filtered inclusion
∅ = N−1 ⊂ N0 ⊂ · · · ⊂ Nd−1 ⊂ Nd, s.t. Ne\Ne−1 is either empty or e-dim
manifold, and in the later case, it is called e-dim stratum (which can consist of
several connected components).

Proposition 10.4. If Mz([a], [b]) is non-empty and dim d (we can always make
it regular so this notion of dim makes sense). Then M̌+

z ([a], [b]) is a (d − 1)-
stratified space. If Mz([a], [b]) contains an irreducible (namely, an unbroken [γ]
with γ = (A, s, φ) with s > 0), then (d − 1)-dim/top stratum of M̌+

z ([a], [b]) is
{irreducibles}.

We now want to know more about (d− 2)-dim stratum (aka codim-1 stratum).
Consider (‡): M̌z1([a0], a1)× · · · × M̌zl([al−1], [al]) ⊂ M̌+

z ([a0], al).
Let the relative grading of each be grzi([ai−1], [ai]) = di − εi, where di is its

dimension and ei is 1 if it is boundaryt-obstructed (namely [ai−1] is boundary-
stable and [γi] is boundary-unstable) and 0 otherwise. We call (d1− ε1, · · · , dl− εl)
the grading vector, and (ε1, · · · , εl) the obstruction vector. If we reserve di for
dimension, then we can read obstruction vector from the grading vector (vice versa).

The (d−1)-dim stratum, aka top stratum, is the irreducible part of M̌z([a0], [al]).
(Note that [al] is just a notation as the limit agreeding with a given element under
consideration, this by no means implies that the elements are l-broken.)

The (d− 1)-dim stratum, aka codimension-1 stratum, is the union of

• top stratum of (‡) with grading vector (d1, d2) (thus obstruction vector (0, 0)),
• top stratum of (‡) with grading vector (d1, d2 − 1, d3) (thus obstruction vector

(0, 1, 0)), and
• (only if Mz([a0], [al]) contains both reducibles and irreducibles)

M̌z([a0], [al]) ∩ {reducibles}.

10.0.3. Moduli space on finite cylinders. We will capture the behavior of moduli
space on infinity cylinder using the finite cylinders where action is most concen-
trated.

Now consider Z = I × Y with I compact.
Cτk (Z) ⊂ C̃τk (Z) with quotient Bτk (Z) ⊂ B̃τk (Z).
Since we do not have boundary condition imposed on, we do not have a Fredholm

problem. But still M(Z) = {[γ] ∈ Bτk (Z) | Fτq (γ) = 0} ⊂ Bτk (Z) as a Hilbert
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submanifold. We also have the tilde version. M(Z) is a Hilbert submanifold with

boundary and identified as M̃(Z)/i where i is the involution changing signs of s
variable.

10.0.4. Spectral boundary condition on ∂Z = Ȳ tY . Let RY : M̃(Z)→ Bσk−1/2(Y ),

RȲ : M̃(Z)→ Bσk−1/2(Ȳ ) be restricting to the boundary, the regularity k − 1/2 is

due to Trace theorem, as taking trace costs 1/2 derivative with p = 2 here and is
onto. (We came across fractional Sobolev space before and can safely suppress this
technicality now).

[γ] ∈ M̃(Z), a := γ|Y , ā := γ|Ȳ .
T[α]B

σ
k−1/2(Y ) ∼= Kσ

k−1/2,a (transverse to the gauge orbit), so

(dRY , dRȲ ) : T[γ]M̃(Z)→ Kσ
k−1/2,a(Y )×Kσ

k−1/2,ā(Ȳ ).

Using Hessσq,a operator, we have spectral decomposition Kσ
k−1/2,a = K+

a ⊕K−a
(ignoring the (·) signifying the boundary), K−ā (Ȳ ) ∼= K+

a (Y ).
Let Π : Kσ

k−1/2,(ā,a)(Ȳ t Y ) → K−(ā,a)(Ȳ t Y ), where the LHS side is defined as

Kσ
k−1/2,ā(Ȳ ) ⊕Kσ

k−1/2,a(Y ) and the RHS is defined as K+
ā (Ȳ ) ⊕K−a (Y ) with the

kernel the complement of the range in the above decomposition.

Theorem 10.5. Π◦(dRȲ , dRY ) and (1−Π)◦(dRȲ , RY ) are Fredholm and compact.

Specifying Lagrangian boundary condition, it becomes Fredholm problem again.

10.1. Gluing in finite dimension. L invertible (self-adjoint) SA linear operator
Rn → Rn. γ̇(t) = −Lγ(t), M(T ) := {solution γ : [−T, T ]→ Rn}.

We have restriction r : M(T )→ Rn ×Rn, γ 7→ (γ(−T ), γ(T )), each factor in the
image determines γ. So imr = Rn.

Want to parametrize imr so that it converges nicely with respect to T →∞.
Write Rn × Rn = (H+ ⊕H−)× (H+ ⊕H−) spectral decomposition.
im(r) = {(u+ + e2TLu−, e

−2TLu+ + u−) | (u+, u−) ∈ H+×H−} to H+×H− =
M(∞) decays exponentially as T →∞.

Here M(∞) can be thought of as {solution γ : Rgeq tR≤ → Rn} with restriction
r : M(∞)→ Rn × Rn, r(M(∞)) = H+ ×H−.

To summarize this above abstractly whose statement can be easily generalized
to the SW setting:

For for T > 0, there exist parametrizations

u(T, ·) : Rn →M(T ) and u(∞, ·) : Rn →M(∞)

s.t. µT := r ◦ (u(T, ·)) : Rn → Rn × Rn converges µ∞ := r ◦ (u(∞, ·)).
Let W =

⋃
T∈(0,∞] µT (Rn) has singularity at 0 (all ‘slices’ µT (Rn) intersect at

0).
So consider

W 0 :=
⋃

T∈(0,∞]

µT (Rn\{0}).

Unique continuation means µT1
(Rn\{0}) ∩ µT2

(Rn\{0}) = ∅ if T1 6= T2. So W 0 is
the injective image of (0,∞] × (Rn\{0}), and it is a C0 manifold with boundary
µ∞(R\{0}), but not a smooth manifold.
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10.2. Non-linear version of the above in Morse theory. Let B be a compact
Riemannian manifold with Morse f : B → R. Let K1, K2 be closed submanifolds
lying in the level sets, f |K1 = 1, and fK2 = −1 and there exists a unique a ∈
f−1([−1, 1]), the flow is linear, consider γ̇ = −∇f ◦ γ = −Lγ.
MS(K1,K2) := {γ : [−S, S] → B | γ(−S) ∈ K1, γ(S) ∈ K2, γ̇ = −∇f ◦ γ},

M(K1,K2) =
⋃
S>0MS(K1,K2) has a compactification at infinity by attaching

M∞(K1,K2) = M(K1, a)×M(a,K2), where the first factor is solution γ : R≥0 → B
with γ(0) ∈ K1 and γ(∞) = a and similarly for the second factor.

If Sa t K1 and Ua t K2 (transversely intersecting), then the compactification is
a C0 manifold with boundary in the neighborhood of M∞(K1,K2).

10.2.1. Abstract statement of gluing theorem. Let E0 → Y and let E denote the
pullback of E0 over R× Y . Let Du = du

dt + Lu with L : L2
k(E0)→ L2

k−1(E0).

We have D : L2
k(Z;E)→ L2

k−1(Z;E) where Z = ZT and Z∞.

Let L2
k,δ(Z

∞;E) = {s | eδ|t|s ∈ L2
k(Z∞;E)} and we have D : L2

k,δ(Z
∞;E) →

L2
k−1,δ(Z

∞;E).

Suppose Π̄ : L2
k−1/2(Ȳ tY ;E0)→ H where H is a Hilbert space and Π := Π̄ ◦R

with R the boundary restriction. Write ET := L2
k(ZT ;E) and F∞ = L2

k−1(ZT ;E),
similarly we have E∞, E∞δ , F∞, F∞δ .

Suppose (D,Π) : E∞ → F∞ ⊕H invertible (then so is the weighted version for
δ close enough to 0).

(†) Let C0 be a constant dominating the norm of the inverse of (D,Π).
Suppose we have smooth α : L2

k([−1, 1] × Y ;E) → L2
k−1([−1, 1] × Y ;E) of the

following form: There exists a continuous α0 : C∞(E0) → L2(E0) and α is the
extension from the induced map C∞(E) → L2

loc(E) defined by γ 7→ (α0 ◦ γ̌(t))̂ ,
where ·̂ denotes the inverse of ·̌. Suppose additionally, α : L2

k([−1, 1] × Y ;E) →
L2
k−1([−1, 1] × Y ;E) satisfies α(0) = 0 and d0α = 0. This then implies that α is

smooth as a map ET → FT , E∞ → F∞, F∞δ → F∞δ , and for all ε > 0, there exists
η > 0 s.t. ‖u‖, ‖u′‖ ≤ η implies that ‖α(u)− α(u′)‖ ≤ ε‖u− u′‖.

Suppose η1 chosen from the above for ε := 1
2C0

with C0 chosen above.

FT = D+α : ET → FT with M(T ) = (FT )−1(0), and F∞ = D+α : E∞ → F∞
with M(∞) = (F∞)−1(0). M(T ) ⊂ ET and M(∞) ⊂ E∞ Hilbert submanifolds.

Then there exists η > 0 and smooth u(T, ·) : Bη(H) → M(T ) and u(∞, ·) :
Bη(H) → M(∞) each diffeomorphism onto the image, with Π ◦ (u(T, ·)) = Id =
Π◦(u(∞, ·)), and for T ∈ [T0,∞], µT := r◦(u(T, ·)) smooth embedding from Bη(H)
and [T0,∞)× Bη(H) 3 (T, h) 7→ µT (h), µT → µ∞ in C∞loc, and there exists η′ > 0
(independent of T ), s.t. im(u(T, ·)) ⊃ {u ∈M(T ) | ‖u‖ ≤ η′}.

10.2.2. Applying to the SW setting. Let a ∈ C̃σk (Y ) be a non-degenerate (by q) zero
of (∇L)σ. Let γa be the associated translational-invariant solution in 4d.

For each T > 0, think γa lives on ZT = [−T, T ]× Y . Let

Z∞ = (R≤ × Y ) t (R≥ × Y ).

We can define C̃τk,loc(Z∞) etc.

M̃(Z∞, [a])
Hilbert submanifold

⊂ B̃τk,loc(Z
∞), where we have the limit to be [a] at the

ends of two half cylinders.
We have r restricting to the boundary and we have spectral decomposition.
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Let Sτk,a(ZT ) = {(A = A0 + a, s, φ) ∈ C̃τk (Z) | 〈a|∂Z , n〉 = 0,Coulτγa(A, s, φ) = 0}
with n be normal to the boundary.
r : C̃τk (ZT )→ C̃σk−1/2(Ȳ tY )×L2

k−1/2(iR) where the last coordinate is 〈a|∂Z , n〉.
T σk−1/2,a

∼= J σk−1/2,a(Y )⊕Kσk−1/2,a(Y ).

ˆHess ASAFOE hyperbolic (a non-degenerate) gives a spectral decomposition
K+ ⊕K−.

Let H−Y = {0} ⊕K− ⊕ L2
k−1/2(iR) and H−

Ȳ
= {0} ⊕K+ ⊕ L2

k−1/2(iR).

Let H := H−
Ȳ
⊕ H−Y and Π−Y : T σ ⊕ L2

k−1/2(iR) → H−Y and Π−
Ȳ

, and define

Π := Π−
Ȳ
⊕Π−Y .

Apply abstract theorem to
Fτq (γ) = 0

Coulτa(γ) = 0

(Π ◦ i−1 ◦ r)(γ) = h,

where i is the identification of T τ to a subspace in C̃τ , and verify the hypothesis of
the abstract theorem.

11. Lecture 11

Lecture 11 is about gluing and the accompanying exercise session is about ori-
entation of moduli spaces. (Lecture 12 finishes up the construction of SWF, and
lectures 13-15 cover some calculations and applications.)

11.0.1. Concatenation of trajectories on adjacent finite cylinders being a trajectory
on the union. Let I be compact. I = I1 t I2 with I1 ∩ I2 = {0}.

We have restriction map to sub-cylinders

ρ : M̃(I × Y )→ M̃(I1 × Y )× M̃(I2 × Y )

and restriction to the common boundary

Ri : M̃(I1 × Y )× M̃(I2 × Y )→ Bσk−1/2({0} × Y ).

We have imρ ⊂ Fib(R1, R2) := {m = (m1,m2)] | R1(m) = R2(m).
ρ, being a restriction to a Hilbert submanifold from a smooth map on the con-

figuration space, is smooth.

• imρ = Fib(R1, R2), and ρ is a homeomorphism onto this image.
• (R1, R2) is transverse to the diagonal in the image, so Fib(R1, R2) is a

smooth Hilbert submanifold.
• Then ρ is a diffeomorphism.

The above is true for M̃(R× Y ) is fixing [a] and [b].

If M̃([a], [b]) is not boundary-obstructed, then (R1, R2) is transverse to the di-

agonal iff M̃([a], [b]) is regular.
The version for multiple segments also works with R1 being restriction to the

positive boundaries and R2 being restriction to the negative boundaries.
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11.0.2. Boundary-obstructed case. For the boundary-obstructed case (a and b are
reducible, and a boundary-stable and b boundary-unstable.

We have codimension 1 inclusion ∂Bσk−1/2(Y ) ⊂ B̃σk−1/2(Y ) with the former

defined by {s = 0}. (Note that we are in 3d case and middle variable is a constant.)

We have a map π∂ : B̃σk−1/2(Y )→ ∂Bσk−1/2(Y ), [(B, s, ψ)] 7→ [(B, 0, ψ)].

Let us deal with the general case, which is not much different.

M̃([a], [b]) ∼= M̃(R× Y ; [a], [b]) =

n⊔
i=0

M̃(i),

where M̃(0) and M̃(n) are half-infinite cylinders with limit point to a and b respec-
tively.

Let 1 ≤ i0 ≤ n. Let

R′+, R
′
− :

n∏
i=0

M̃(i)→ B̃′ := ∂Bσk−1/2({t0} × Y )×
∏
i6=0

B̃σk−1/2({ti} × Y )

be the restriction (R+, R−) to the positive and negative boundaries followed by π∂

at the {t0} × Y -boundary.
ρ, restricting to sub-cylinders, is a homeomorphism fromM([a], [b]) to Fib(R′+, R

′
−).

If regular, then (R′+, R
′
−) is transverse to the diagonal and ρ is a diffeomorphism;

vice versa.
In this boundary-obstructed case, Fib(R+, R−) ( Fib(R′+, R

′
−).

Let us specialize to a simple example for notational simplicity. Case n = 1 and
t0 = 0 and I0 = Rleq0 and I1 = R≥0.

Let EM̃([a], [b]) := Fib(R′+, R
′
−) has no translation action.

We have M̃([a], [b]) ↪→ EM̃([a], [b])
δ→ R, where δ := s([γ+]|{0}×Y )−s([γ−]|{0}×

Y ).

If EM̃ is regular at m (the fiber product is transverse to the diagonal), then
near m, it is a smooth manifold of dimension d+ 1 with d = grz([a], [b]).

11.0.3. Centered trajectory via localizing. γ ∈ Cσk−1/2(Y ), e(γ) = ‖(∇L)σ(γ)‖L2(Y )

smooth in γ and gauge-invariant.

• Any pair of zeros of a and b of (∇L)σ (if [a] = [b], z is non-trivial). There
exists ε > 0, for any component [γi] of broken [γ̌+] ∈ M̌+

z ([a], [b]), there
exists t such that e(γi(t)) > ε.

• For such ε > 0, let β(t) be a cut-off function

{
0, if t ≤ ε.

> 0, if t > ε.
Then, if

[γ] ∈Mz([a], [b]), then (β ◦ e ◦ γ)(t) ≥ 0, not identically zero and supported
in a compact interval.

Remark 11.1. [γ̌] ∈ M̌z([a], [b]), there exists a unique parametrization [γ] ∈
Mz([a], [b]), the center of distribution c(γ) := c(β ◦ e ◦ γ) :=

∫
t(β◦e◦e)(t)dt∫
(β◦e◦γ)(t)dt

of

(β ◦ e ◦ γ)(t) is at 0.

Definition 11.2. For finite I = [t1, t2] of length > 2, [γ] ∈ M(I × Y ) is centered,
if

(i) e(γ(t)) < ε
2 for all t ∈ [t1, t1 + 1] ∪ [t2 − 1, t2].

(ii) e(γ(t)) > ε for some t ∈ [t1, t2].
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(iii) c(γ) is at the center of I, 1
2 (t1 + t2). Let M cen(I ×Y ) ⊂M(I ×Y ) denote the

collection of centered ones.

A local centering interval of [γ] ∈Mz([a], [b]) is I s.t. [γ|I ] is centered.
We can have multiple intervals in this definition that are disjoint and ordered

with increasing centers.
We can have this for broken trajectories.
{[γ] ∈M(I×Y ) | (i) and (ii)} is an open subset of M(I×Y ) because conditions

are open conditions. Inside it, M cen is a closed smooth submanifold.

11.0.4. Description of neighborhood of strata in spaces of unparametrized broken
trajectories. Consider M̌z1([a0], [a1]× · · · × M̌zn([an−1], [an]) ⊂ M̌+

z ([a], [b]), where
[a0] = [a], [an] = [b] and z = z1 ∗ · · · ∗ zn.

Let Km ⊂ M([am−1], [am]) compact, which induces Ǩm ⊂ M̌ and denote Ǩ =∏
m Ǩm. Choose ε and β as above which gives M cen(I × Y ).

Proposition 11.3. We can find L0 depending on Ǩ s.t. for any L ≥ L0, there exists
a neighborhood W̌ ⊃ Ǩ in M̌+

z ([a0], [an]) s.t. for all [γ̌+] = ([γ̌1], · · · , [γ̌l]) ∈ W̌
admits a unique complete collection of local centering intervals {Ii,m} of length 2L,
of n members.

Here, a complete collection of local centering intervals is for fixed i, {Ii,m}nim=1

adjoint, with increasing centers of lengths 2L each, each such interval is local cen-
tering, and (β ◦ e ◦ γ)(t) is supported in

⋃ni
m=1 Ii,m.

The proposition gives an identification

µ : {1, · · · , n} → {(i,m) | 1 ≤ i ≤ l, 1 ≤ m ≤ ni}.

Then, we define Sj =

{
Cµ(j+1) − Cµ(j) if µ(j + 1), µ(j) lie in the same component

∞ otherwise.

So we have S = (S1, · · · , Sn−1) : W̌ → (0,∞]n−1. Local choices of S agree, fit
together into S defined in W̌ neighborhood of an entire statum.

Definition 11.4. Let Q be a topological space and q0 ∈ Q. Π : S → Q continuous.
S0 ⊂ π−1(q0). π is a topological submersion along S0, if for all s0 ∈ S0, there exist
U neighborhood of s0 in S, Q′ neighborhood of q0 in Q and a homemomorphism
(U ∩S0)×Q′ → U which identifies the second projection with Π. (S0 is necessarily
is open π−1(q0).)

Denote M̌i := M̌zi([ai−1], [ai]).

Theorem 11.5. If none of the factors M̌i in the stratum of the moduli space is
boundary-obstructed. Then there exists neighborhood W̌ of

∏n
i=1 M̌i in M̌+

z ([a0], [an])

and S : W̌ → (0,∞]n−1 s.t. S−1((∞, · · · ,∞)) =
∏
i M̌i and S is a topological sub-

mersion along
∏
i M̌i.

If for all i ∈ O ⊂⊂ {1, · · · , n}, M̌i is boundary-obstructed; i ∈ Oc, not boundary-
obstructed.

Theorem 11.6. There exists W̌ around
∏
i M̌i in M̌+([a0], [an]) s.t.

(1) j : W̌ ⊂ EW̌ topological embedding with S : EW̌ → (0,∞]n−1 from which
W̌ → (0,∞]n−1 is restricted via j.

(2) S : EW̌ → (0,∞]n−1 topological submersion alogn fiber at∞ := (∞, · · · ,∞).
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(3) j(W̌ ) ⊂ EW̌ is the zero set of a continuous map δ : EW̌ → RO with
δ|fiber at ∞ = 0 (so the fiber at ∞ of EW̌ = the fiber at ∞ of W̌ =

∏
i M̌i).

(4) Let W̌ 0 and EW̌ 0 denote the subset where non of Si is ∞, then j|W̌ 0 is an
embedding between smooth manifolds, and δ|EW̌ 0 is transverse to zero.

(5) For i0 ∈ O and δi0 of δ associated, then for all z ∈ EW̌ , we have{
if i0 ≥ 2 and Si0−1(z) =∞, then δi0(z) ≥ 0,

if i0 ≤ n− 1 and Si0(z) =∞, then δi0(z) ≤ 0.

To explain the last item, let us look at the simplest boundary-obstructed case:
For n = 3, [a0], · · · , [a3]. Let M̌i := M̌zi([ai−1], [ai]), i = 1, 2, 3, as above.
Suppose [a1], [a2] reducible, and M̌2 boundary-obstructed.
Let M̌ irr

1 ⊂ M̌1, M̌ irr
3 ⊂ M̌3 be the irreducible parts, the top strata. M̌ irr

1 , M̌2,
M̌ irr

2 non-empty.
Then, the theorem says that there exists EW̌ and topological submersion S =

(S1, S2) : EW̌ → (0,∞] × (0,∞] and map δ : EW̌ → R vanishes on the fiber
over (∞,∞). The zero set of δ is identified with a neighborhood W̌ of the subset
M̌ irr

1 ×M̌2×M̌ irr
3 in M̌+([a0], [a3]); and δ(z) > 0 if S1(z) =∞ and S2(z) finite, and

δ(z) < 0 if S2(z) = ∞, S1(z) finite. Let EW̌ 0 := {finite S} and W̌ 0 sits in EW̌ 0

as a smooth submanifold and as the transverse zero of δ.

11.0.5. Simplistic structure of the proof. For the unobstructed case:
Fix L > 0, let Tj ∈ (1,∞], 1 ≤ j ≤ n− 1, and let T := (T1, · · · , Tn−1).
ZT = [−T, T ]× Y for T <∞, Z∞ = Z+ t Z− two half-infinite cylinders.
ZT = Z−tZLtZT1 tZL · · ·ZTn−1tZLtZ+. Let l := #{Tj =∞}, and gluing

boundaries give l infinite cylinders R× Y .
Fix [a]. Let dk metric on Bτk (I × Y ) defined by

dk([γ], [γ′]) = inf{‖uγ − γ′‖L2
k,a
| u ∈ Gk+1(I × Y )}.

Mη(Z±; [a]) = {dj([γ], [γa]) ≤ η}, Mη(ZT ; [a]) = {ditto} and

Mη(Z∞; [a]) = {([γ+], [γ−]) | dk([γ−], [γa])2 + dk([γ+], [γa])2 ≤ η2}.

MT = M(Z−; [a0])×M(ZL)×M(ZT1)×· · ·×M(ZTn−1)×M(ZL)×M(Z+; [an],
and contained in there is:
M cen

T,η = Mη(Z−; [a0] ×M cen(ZL) ×Mη(ZT1 ; [a1]) × · · · ×Mη(ZTn−1 ; [an−1]) ×
M cen(ZL)×Mη(Z+; [an]).

(R−T , R
+
T ) restricts MT to the positive and negative boundaries.

Fib(R−T , R
+
T ) ⊂MT fiber product.

Write M =
⋃

T MT, Mcen
η =

⋃
T M

cen
T,η , and Fib(R−, R+) =

⋃
T Fib(R−

T,R+
T

).

Concatenation: cT : Fib(R−T , R
+
T )→ M̌+([a0], [an]) into l-broken trajectory.

If η small, m ∈ Fib(R−T , R
+
T ) ∩M cen

T,η , cT(m) has a complete collection of n local

centering intervals of length 2L from those ZL’s.

Si(m) =

{
2Ti + 2L if Ti <∞
∞ if Ti =∞

.

Let c =
⋃

T cT : Fib(R−, R+)→ M̌+([a0], [an]).
Previous lemma on the existence of unique complete collection provides a canon-

ical right inverse for c on W̌ .
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Proposition 11.7. Let Ǩ ⊂
∏
i M̌i compact. There exists η0 > 0 s.t. η < η0 and

for all L ≥ L1(η), im(c) ⊃ W̌ ⊃ Ǩ and c|c−1(W̌ )∩Mcen
η

is injective.

Obstructed case:
For i ∈ O, take M̃([−L, 0] × Y ) × M([0, L] × Y ), and R′+, R′− restrict to

∂Bσk−1/2({0} × Y ) and repeat.

11.0.6. Orientation of moduli spaces. This is explained during the exercise session.

12. Lecture 12: Construction for Floer homologies and calculation
for S3

Last time in exercise session,
2 element set (of orientations)

Λ([a], q) :=
⊔

[a0] reducible

Λ([a], q; [a0], 0)/
(
λ ∼ q(λ, τ−1(0))

)
,

where [a] ∈ Bσk (Y ) and q a tame perturbation, τ : Λ([a0], 0; [a′0, 0]) → Z/2 trivial-
ization, and q concatenation.

Remark 12.1. Analogous to orientation set of Ua in f.d. Morse theory.

Λ([a1], q1)Λ([a2], q2) → Λ([a1], q1; [a2], q2), [(λ1, λ2)] 7→ q(λ1, ρ(λ2)) where ρ is
take the inverse of the path. This way two absolute orientation (relative orientations
relative to reducibles, equivalent over all reducibles) induces a relative orientation.

Here, for 2-element sets A and B, AB := A ×Z/2 B where Z/2 acts on both
factors non-trivially.

12.1. Inducing orientation of moduli spaces from relative orientation. Fix
q, write Λ([a]) := Λ([a], q), and Λ[a1], [a2] := Λ([a1], q; [a2], q).

How does an element of Λ([a1], [a2]) determine an orientation of M([a1], [a2])?
[γ] ∈M([a1], [a2]), ζ = [γ̌] path in Bσk (Y ), Pγ := Qγ = d

dt +L. Critical points ai
nondegenerate so L(t) hyperbolic for |t| ≥ T for T large enough. H−(L(t)) varies
continuously for |t| ≥ T , so Λ([a1], [a2]) = Λ(ζ(t1), ζ(t2)) for any t1 ≤ −T and
t2 ≥ T .

12.1.1. ∂-unobstructed case. ΛtopT[γ]M([a1], [a2]) ∼= detPγ .
γ = γ1 ∪ γ0 ∪ γ+, where γ− and γ+ are for t ≤ t1 and t ≥ t2 respectively.
The earlier restriction map restricting to the fiber product is an isomorphism,

which implies detPγ = detPγ−⊗detPγ0⊗detPγ+ . Pγ± close to constant coefficient
operator, thus invertible, and orientation is canonical, and Pγ0 has orientation set
Λ(ζ(t1), ζ(t2)) = Λ([a1], [a2]).

12.1.2. ∂-obstructed case. kerPγ = M([a1], [a2]), and cokPγ = cok( ddt +λ(t)) which
is oriented by (0, 0,−1) (just as already in definition of Λ([a0], q; [a′0], q′) done in
the exercise session).

Λ([a1], [a2]) = detPγ = detT[γ]M([a1], [a2])⊗ cok∗ ∼= ΛtopT[γ]M([a1], [a2]).
Therefore, regularity of moduli spaces implies orientability.

12.2. Orientation for the unparametrized moduli spaces. R ↪→Mz([a], [b])→
M̌z([a], [b]). t : [γ] 7→ [τ∗t γ].

For bundle, fiber first convention plus standard orientation for R implies orien-
tation of M̌ .
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12.3. Orientation under gluing.

12.3.1. ∂-unobstructed. M̌z1([a0], [a1])× M̌z2([a1], [a2]) ⊂ M̌+
z ([a0], [a2])

Let λij be the induced relative orientation for M̌([ai], [aj ]).
The LHS has orientation q(λ01, λ12). The RHS has an orientation induced from

M̌z([a0], [a2]) which has λ0,2 and using outwards normal first, we have an orientation

for ∂M̌+.
Those two orientations differ by (−1)dimMz1 ([a0],[a1]).

12.3.2. ∂-obstructed. Mii+1 := Mzi+1
([ai], [ai+1]). Let

M :=

2∏
i=0

M̌ii+1 = M̌01 × M̌12 × M̌23.

Let us assume M̌12 is ∂-obstructed. We have orientation λ01, λ12, λ23, thus an
orientation q(λ01λ12λ23) on M .

The description of neighborhood of M in M̌+([a0], [a3]) =: N . ∃ W
open
⊂ N gives

M
fiber−−−−→ W

top. emb. j−−−−−−−→ EW
δ−−−−→ Ry y top. subm.

y
{(∞,∞)} −−−−→ (0,∞]2 −−−−→ (0,∞]2

This structure is called codim 1 δ-structure along M .
EW locally M×(0,∞]2 (fiber first order) and get an orientation from orientation

q(λ01λ12λ23) and standard one on (0,∞]2.

W ↪→ EW
δ→ R with fiber first convention gives an orientation on W , and thus

an orientation on N .

Definition 12.2. M is said to have boundary orientation if the orientation λ03 on
the top stratum of N := M̌+([a0], [a3]) and the induced orientation on W (thus N)

differ by (−1)dimM̌([a0],[a3]) = (−1)dimM([a0],[a3])+1.

For M =
∏2
i=0Mii+1, the boundary orientation and q(λ01λ12λ23) differ by

(−1)dimM01+1.

12.4. Reducible moduli spaces. The reducible moduli space consists of trajec-
tories in reducible part.

• If [a] boundary-unstable and [b] boundary-stable, M red([a], [b]) = ∂M([a], [b])
which has orientation from outwards normal first convention. Otherwise,
M red = M which inherits an orientation.

• Repeat early using reducible part (which behaves nicely under gluing), this
gives orientation on M red.

• Both orientations agree, except when both [a] and [b] are both boundary-

unstable and they differ by (−1)dimM = (−1)dimMred

.

12.5. Evaluation at the boundary components. U , an open cover for topolog-
ical space B, has covering order ≤ d+1 if every d+2 intersection Ui0∩· · ·∩Uid+1

= ∅
for distinct Ui ∈ U .

A metric space has covering dimension ≤ d if every open cover has a refinement
with covering order ≤ d+ 1.
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Čech cohomology Ȟn(B; Z) := lim
→
Hn

Simp(K(U); Z) where K(U) is the nerve

which is a simplicial space to which one can attach simplicial cohomology.

If B′ ⊂ B, U ′ := U|B := {U ∩B}. K(U|B)
subcomplex
⊂ K(U).

We have Ȟ(B,B′; Z) = lim
→
Hn

Simp(K(U),K(U ′); Z).

If Nd ⊃ Nd−1 ⊃ · · · ⊃ N0 stratified, we have covering dimension ≤ d (fact).
If each Me := Ne\Ne−1 is oriented, we have Ȟd(Nd, Nd−1; Z) = Hd

c (Md; Z).
Here Md =

⊔
αM

d
α.

Let Iα : Ȟd(Nd, Nd−1; Z)→ Z, µdα 7→ 1, where µdα is the generator for Md
α.

LES for (Nd, Nd−1, Nd−2) gives coboundary map δ∗ : Hd−1
c (Md−1; Z)→ Hd

c (Md; Z),

namely ,
⊕

β H
d−1
c (Md−1

β ; Z) →
⊕

αH
d
c (Md

α; Z), defined as
∑
δαβ wrt this split-

ting, where δαβ = Iαδ∗µ
d−1
β is the multiplicity of Md−1

β in the boundary of Md
α.

Boundary multiplicity is δβ =
∑
α δαβ .

Nd d-dimensional stratified space compact with an embedding to a metric B.
An open cover U of B is transverse to Nd if U|Ne has covering order ≤ e+ 1.

Fact: {Ndk
k } countable locally finite collection of stratified manifolds. Then

every open cover of B has a refinement that is transverse to {Ndk
k }.

This implies that Ȟn(B; Z) = lim
→
Hn

Sim(K(U ; Z)).

u ∈ Čd(U|Nd ; Z) = CdSim(K(U|Nd); Z) is coclosed and vanishes on Cd−1
Sim (K(U|Nd−1); Z),

so [u ∈ Ȟd(Nd, Nd−1; Z)] can integrate over
⊔
αM

d
α = Md = Nd\Nd−1.

〈u, [Mα]〉 := Iα[u|Nd ]

Stokes theorem says for v ∈ Čd−1(U ; Z),
∑
β δαβ〈v, [M

d−1
β ]〉 = 〈δv.[Md

α]〉.
For ∂-obstructed case.

Lemma 12.3. Nd d-dimensional compact stratified and stratum-oriented. If Nd

has codim 1 δ-structure along Md−1
β . Then δβ = 1.

For d = 1, N0 has boundary orientation, then #signN
0 = 0.

12.6. Floer homology. Y compact connected oriented Riemannian 3-manifold
(with Riem. metric g) and spinc structure s. P tame perturbation Banach space.
q ∈ Pres chosen s.t. all zeros of (∇L)σ non-degenerate and M([a], [b]) regular.
Moreover, if f c1(s) not torsion, q small, 6 ∃ reducible solution/zero (doable, remark
after proposition 16.4.3. in [KM]), such q is called admissible.

Define ˇHM∗(Y, s), ĤM∗(Y, s), HM∗(Y, s). M for monopole.
c ⊂ Bσk (Y, s) zeros of (∇L)σ split into co t cs t cu, irreducible, boundary-stable,

boundary-unstable zeros.
Λ = {x, y} 2-element (orientation) set. ZΛ = Z〈x, y〉/(x = −y) ∼= Z if preferred

element in Λ is chosen.
C0 =

⊕
[a]∈co ZΛ([a]), Cs and Cu similarly.

Define Č = C0 ⊕ Cs, Ĉ = C0 ⊕ Cu, C = Cs ⊕ Cu.
A choice of Λ([a], [b]) determines an orientation of M̌z([a], [b]), which leads to

ε[γ] : Z]Λ([a])→ ZΛ([b]) for all [γ] ∈ M̌z([a], [b]).
For [γ] ∈ M̌ redMz([a], [b]), we have similarly ε[γ] agrees with ε[γ] except ε[γ] =

−ε[γ] when both [a], [b] ∈ cu.
Define ∂̄ : C → C as

∑
[a],[b]

∑
[γ]∈M̌red

z ([a],[b), 0-dim ε̄γ], here the sum is finite for

each ZΛ([a]). It can be written as

(
∂̄ss ∂̄us
∂̄su ∂̄uu

)
.
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Similar can define ∂oo , ∂os , ∂us , ∂uo ,
e.g. ∂oo =

∑
[a]∈co supscript

∑
[b]∈co subscript

∑
[γ]∈M̌z([a],[b]), 0-dim ε[γ].

Define ∂̌ =

(
∂oo −∂uo ∂̄su
∂os ∂̄ss − ∂us ∂̄su

)
on Č = Co ⊕ Cs, this calculates Morse homology

of Bσk (Y, s) w.r.t. gradient-like (∇L)σ.

Define ∂̂ =

(
∂oo ∂uo
−∂̄su∂os −∂̄uu − ∂̄su∂us

)
on Ĉ = Co ⊕ Cu, this calculates Morse

homology of
(
Bσk (Y, s), ∂Bσk (Y, s)

)
w.r.t. gradient-like (∇L)σ.

Note that we are able to upgrade mod 2 into signed coefficient after discussion
of orientation.
∂̄, ∂̌, ∂̂ squares to 0, by considering the 1-dimensional stratified compactified

space of broken trajectory and use #signN
0(M̌+) = 0 (same line of reasoning as in

Morse theory with vertical boundary and see some proofs earlier in the lecture).
We have L.E.S. relating all three (see verbatim construction and proof in earlier

lecture).

Definition 12.4. HM∗(Y, s) = im(j∗) called reduced monopole Floer homology,

where ˇHM∗(Y, s)
j∗→ ĤM∗(Y, s), j =

(
1 0
0 −∂̄su

)
.

Proposition 12.5. HM(Y, s) is of finite rank.

Proof. If c1(s) not torsion, c = co finite due to compactness and ˇHM = ĤM =
HM .

If c1(s) torsion, ∂̄su, ∂̄us , ∂us finitely many nonzero matrix entries, because nonzero
only when grz([ai], [bj ]) = d + 2i − 2j = 0 and i > 0 and j < 0. Here ai and bj
blow down [α] and [β]. a = (α, λ) and α = (B, 0).

i = i(a) =

{
|SpecDq,B ∩ [0, λ)|, λ > 0
1
2 − |SpecDq,B ∩ [λ, 0]|, λ < 0

,

and j := i(bj) similarly.
rkHM∗(Y, s) ≤ rkC0 + rk∂̄su.
Suppose H ⊂ HM∗(Y, s) generated in 0⊕ Cs such that j∗|H injective.
Then j(H) ⊂ (0, ∂̄su(H)) finite rank. �

12.7. Grading. Define J(s) grading for ˇHM∗ etc.
J(Y, s) := Bσk (Y, s× P × Z)/ ∼, where ([a], q1,m) ∼ ([b, q2, n]) if ∃ path ζ = [γ̌]

joining [a] to [b], and p 1-parameter perturbation from q1 to q2, s.t. indDγ,p = n−m.
Z acts on J(s), ([a, q,m]) 7→ ([a, q,m+ 1]).
gr[a] = ([a, q, 0])/ ∼ ∈ J(s).

a reducible, define ḡr[a] =

{
gr[a], a ∈ cs,

gr[a]− 1, a ∈ cu
.

Čj =
⊕

[a]∈co∪ss, gr[a]=j ZΛ([a]), etc.

∂̌, ∂̂, ∂̄ differential of degree −1, ∂̌(Čj) ⊂ Čj−1.
Z acts transitively on J(s) with stabilizer im([σ] ∈ H2(Y ; Z) 7→ 〈c1(s), [σ]〉) ⊂ 2Z.

Thus free, iff c1(s) torsion.

12.8. Calculation of Monopole Floer homology for S3 with round metric.
The unperturbed CSD for the unique spinc structure s has 1 critical point, reducible
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[B, 0] with FBt = 0 (becuase 3d Riemannian Y with scalar curative ≥ 0, the only
critical [B,ψ] of unperturbed CSD is reducible).

In Bσk (S3, s), zeros of (∇L)σ degenerate (as the spectrum DB is not simple).
Choose small q ∈ P still unique critical point, [B, 0] reducible, but Dq,B now has
simple nonzero eigenvalues. Label increasinglyly λi with λ0 being the first positive
eigenvalue. Eigenvalues are 1-1 corresponding to gauge equivalence classes of zeros
of (∇L)σ, [ai] = ([B, 0], λi).

[ai], i ≥ 0,∈ cs.
[ai], i < 0,∈ cu.
By assigning [a0] 7→ 0, then J(S3, s) ∼= Z, having free transitive Z-action.
If λi, λi−1 have the same sign, then grz([ai], [ai−1]) = 2 independent of z.
The remaining case: grz([a0], [a−1]) = 1.

Therefore, gr[ai] has Z-grading, =

{
2i i ≥ 0

−2i+ 1 i < 0
.

Λ[ai] = Λ([ai], [ai])/ ∼ has preferred element.

So Čj = Z for even j ≥ 0 and 0 otherwise; Ĉ=Z for odd j < 0 and 0 otherwise;

and Cj = Z for even j (due to the shift in grading as detailed above).

Differentials are 0 trivially, as either domain or the target is 0. ˇHM j
∼= Čj etc,

homologies equal to the chain groups.
Therefore HM∗(S

3, s) = 0 as j∗ = 0.

13. Lecture 13: Non-vanishing of ĤM∗ and Weinstein conjecture

Coupled Morse theory associates homology group to manifold Q equipped with
a family of self-adjoint (s.a.) Fredholm operators of index 0 parametrized by Q.
We will introduce it below.

13.1. Family of self-adjoint operator over Q. Let H be a separable complex
Hilbert space of ∞ dimensionality. K : H → H compact s.a. with kerK = 0
(injective), and H1 := K(H) dense in H thus Hilbert, with ‖v‖1 := ‖K−1v‖.
K = K+⊕K− splitting into the ±ve parts with respective images H±1 with the

closure in H being H±. E.g. H1 = L2
1(Y ;E) ⊂ H := L2(Y ;E).

Definition 13.1. J compact positive s.a. operator on H with ker J = 0. Let
its eigenvalues enumerated as follows: µi = λ−1

i with 0 < λ0 ≤ λ1 ≤ · · · . The

spectrum of J is called mild if ∃ C s.t. λ2N

λN
≤ C.

B(H : H1) := {x : H → H | bounded linear s.t. x(H1) ⊂ H1, x
∗(H1) ⊂ H1

with finite operator norms in H1}.
Let U(H : H1) := {x ∈ B(H : H1) | x∗x = 1}.
S(H : H1) := {L : H → H | Fredholm, index 0, s.a.} ⊃ {SAFOE diff operator}

(if H is a function space).

Remark 13.2. L ∈ S(H : H1), ∃ complete orthonormal (o.n.) system {ei}i for H
with ei ∈ H1 and eigenvectors with eigenvalues λi.

As {λi} has no accumulation point, we have either (i) bdd from below, (ii) bdd
from above, or (iii) unbounded in both directions.

Definition 13.3. S∗(H : H1) := {L ∈ S(H : H1) | satisfying (iii) above, H±1 (L),
with H-closure H±(L) eigenspaces of eigenvalues ≥ 0 and < 0 of L, s.t.
∃u ∈ U(H : H1)with u(H±) = H±(L), u(H±1 ) = H±1 (L)}.
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We now define (Q,L): Q a compact Riem. maniold, P → Q principle bundle
with structure group U(H : H1), with associated vector bundles H1 and H over Q.

Definition 13.4. A family of s.a. operators of type S∗(H : H1) over Q is a principle
U(H : H1) bundle above with a bundle map L : H1 → H between the associated
vector bundles (v.b.), equivalently, a smooth section of S∗(H : H1)→ Q with fiber
S∗(H : H1).

We have the following properties:

• (Kuiper) U(H) contractible.
• If the spectrum of |K| := K+ − K− is mild, then U(H : H1) is con-

tractible (lengthy but ok proof, similar to proving the previous item, see
[KM] 33.1.5).
• If K+ and −K− have mild spectrum, then S∗(H : H1) has homotopy type

of U(∞) = limU(n).
• By points 2 (we can homotopically uniquely trivialize any U(H : H1)-

bundle) and 3, we have that families of s.a. operator of type S∗(H : H1)
over Q are classified by [Q,U(∞)] homotopy maps between them.

This means any such family over Q is the pullback of the universal family
over U(∞) via a map (called classifying map) from Q to U(∞).

Now, we give a description (a model) of the universal family of s.a. operator
over U(∞). Any other over some Q is a pullback via a map above [Q,U(∞)].

We describe a criterion to tell whether two such maps are homotopic. Let
Uf (H) := {u ∈ U(H) | u− 1 has finite rank}.

Lemma 13.5. Let u1, u2 : Q→ Uf (H). Suppose ∃ continuous θ : Q→ Uf (H) s.t.
θu1 = u2θ and for all q ∈ Q, θ|ker(u+1) : ker(u1 + 1)→ ker(u2 + 1) is isomorphism,
then u1 and u2 are homotopic.

U(∞) = limNU(N), we describe family of L over U(N) and show the classifying
map is (homotopic to) inclusion, which then induces the family over U(∞).

For z ∈ U(N), let C∞(S1, z) := {h : R → CN | smoothh(t + 1) = zh(t)} with
L2 and L2

1 norms (integration over [0, 1]) and the respective completions denoted
by H(z) and H1(z). We denote H := H(1) and H1 := H1(1). We have a bundle
over U(N) with structure group U(H : H1). Let L(z) : H1(z)→ H(z), h 7→ −i ddth
of type S∗(H : H1). L(z) is classified by ψ : U(N)→ U(∞), which using the above
lemma is homotopic to the inclusion.

We have described the object for which we can define a homology theory, and
we describe it now:

13.2. Coupled homology H(Q,L). Let (g, f) be a Morse-Smale pair on Q, which
means g is a Riemannian metric and f is Morse function such that the moduli
spaces of trajectories of ∇f defined using g are regular. Let ∇ be a connection on
a principle bundle, which means 1-form valued in Lie algebra of U(H : H1) with
equivariant properties (it is instructive to recall this exactly, but we will not need
this below).

For each q ∈ Crit(f), a critical point, assume L(q) : H1(q) → H(q) has simple
nonzero spectrum.

Assume there is no spectral flow around loops in Q (⇐⇒ classifying map Q→
SU(∞) ⊂ U(∞) factoring through SU(∞)), which means we can label eigenvalues
of L(q), q ∈ Crit(f), . . . λ−1(q) < λ0(0) < λ1(q) < · · · , s.t. any path q(t) joining q1
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to q2, the spectral flow along q(t) is s(q2)− s(q1) where absolute spectral flow can
be arranged as s(q) = |{i | i < 0, and λi(1) > 0}|.

Let φi(q) be a unit eigenvector for λi(q).
Define Cn = Cn(Q,L) =

⊕
q∈Crit(f)

⊕
i,indq+2i=n ZΛq, where Λq is the orien-

tation 2-element set for the unstable manifold at q (from which we can get stable
manifold orientation, and thus the moduli space orientation through intersection of
two oriented submanifolds).{

d
dtγ + (∇f)γ(t) = 0

(γ∗∇)φ+ (L(γ(t))φ)dt = 0

Define M(q0, i; q1, j) the C∗ = C\{0} (acting on the second variable) quotient of
(γ, φ) of solutions of the above equation s.t.

• γ(t) from q0 to q1,
• φ(t) has the leading asymptotic c0e

−λitφi(q0) as t→ −∞,
• φ(t) has the leading asymptotic c1e

−λjtφj(q1) as t→ +∞.

We need weighted Sobolev space to make φ 7→ (γ∗∇)φ+(L(γ(t))φ)dt a Fredholm
problem with indC = i− j + 1.

We can make the moduli space regular so that M(q0, i; q1, j) is a smooth manifold
with dimension ind(q0)− ind(q1) + 2(i− j). We also have M̌ and M̌+ as before.

We define the differential as ∂̄ =
∑
M̌, dim 0

∑
[γ,[φ]]∈M̌ ε([γ, [φ]]).

Homotopic L’s give isomorphic H∗(Q,L)’s.
H∗(Q,L) is a module over H∗(P(H))
For the tautological line bundle L over P(H), u2 := −c1(L) and we can construct

Morse chain level operation (ũ2 ∩ ·) : Ck → Ck−2 which is invertible for all k.
There is also a version with spectral flow, which we suppress, as we do not need

it below.

13.3. Calculation of HM∗ for 3-manifold with torsion spinc structure. Let
Y be a 3-manifold oriented with spinc structure s s.t. c1(s) := c1(S) torsion.

Reducible critical points of unperturbed CSD L in B(Y, s)
=T torus of gauge equivalence class of spinc connection A s.t. tr(A) is flat.
∼= H1(Y ; R)/H1(Y ; Z).

Let A∗(Y ) be the exterior algebra generated by A1(Y ) := H1(Y ; Z). Then
A∗(Y ) ∼= Hk(T; Z).

We have βk : Ak(Y )→ Ak−3(Y ),
α1α2 · · ·αk 7→

∑
i1<i2<i3

(−1)i1+i2+i3〈αi1∪αi2∪αi3 , [Y ]〉α1 · · · α̂i1 · · · α̂i2 · · · α̂i3 · · ·αk.

Theorem 13.6. Y closed connected oriented 3-manifold, s has c1 torsion. Then
HM := HM(Y, s; Q) has a filtration HM ⊃ · · · ⊃ FsHM ⊃ Fs−1HM ⊃ · · · , s.t.

the graded pieces FsHM
Fs−1HM

∼= ker βs
imβs+3

⊗ Q[T−1, T ], the expression to the right of the

tensor product is the polynomial ring generated by formal variables T−1 and T .

Proof. We have retraction p : B(Y, s)→ T, and f Morse on T. Consider f ◦ p = f1

which is an example of a cylinder function. Define L = L+ f1.
Reducible critical points of Lis critical points [α] of f in T ⊂ B(Y, s).
The flow of −∇L preserves T.
In Bσ(Y, s), reducible zeros [α] are gauge orbits of (α, [φ]) where α ∈ [α] is a

critical point of f and φ ∈ L2(Y ;S) is an eigenvector of Dirac Dα.
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Using perturbation in P that vanishes at the reducible locus, everything above re-
mains, exceptDα becomesDq,α and [α] is now non-degenerate inBσ andM red

z ([α], [β])’s
are regular.

Claim: HM(Y, s) is homology of C∗(Q,L) where Q = T and L := {Dq,α}[α]∈T .
L corresponds to a classifying map T → SU(2) ↪→ U(∞). The pullback of the

3-d generator of SU(2) = S3 is ξ3 : (a1, a2, a3) 7→ 〈a1 ∪a2 ∪a3.[Y ]〉 ∈ Λ3H1(Y ; Z)∗.
This is seen through a computation involving Chern character ch. We quickly

remark ch(V ⊕W ) = ch(V ) + ch(W ), ch(V ⊗W ) = ch(V )ch(W ), and ch(V ) =
tr(exp(iΩ/2π)) where Ω is the curvature of a connection using Chern-Weil theory.

Then ∃ a Riemannian metric on Q, Morse f and homotopic L̃ s.t. HM(Q, L̃) =

C∗(Q, f) ⊗ Z[T−1, T ], here the differential ∂̄x = ∂x + T (ξ̃ ∩ x) where ∂ is Morse

differential, and ξ̃ is Morse chain level cap product with ξ. This squares to 0. �

I gave a lecture in another lecture series about spectral sequence, its intuition
generalizing SES inducing LES, and how it works and I will put that part here
soon. For now, it is a way to calculate homology using doubly graded complex with
differential pointing left and up and homology of it is the next page with induced
longer differential, at infinite page if it stabilizes, it is said to converge/abut.
∃ spectral sequence abutting to H∗(Q,L) where E2 and E3 terms are: E2

s,2j =

E3
s,2j = T jHs(Q) and differential on E3 page is

d3
s,2j : E3

s,2j → E3
s−3,2j+2, T

j [x] 7→ T j+1ξ ∩ [x].

If the higher differentials for pages 4 or later vanish, then H := H∗(Q,L) has
· · · ⊃ FsH ⊃ Fs−1H ⊃ · · · with FsH/Fs−1H ∼= kerβs/imβs+3 ⊗ Z[T−1, T ].

13.4. Non-vanishing at infinite gradings. The previous subsection implies that
HM∗(Y, s) with c1(s) torsion is nonzero and has infinite rank.

Proof. Suffice to show ker βs
imβs+3

has nonzero rank for at least one of s. Let ζ = e2πi/6.∑
s

rank(
kerβs

imβs+3
)ζs

=
∑
s

rank(As)ζ
s

=evaluation of Poincaré polynomial of T at ζ

=(1− ξ)b1(Y ), which is always nonzero.

�

Thus, ĤM∗(Y, s) nonzero in infinitely many grading for s with c1 torsion.

Proof. ĤM∗(Y, s) graded by J(Y, s) ∼= Z if c1(s) torsion.

By definition, ĤM∗: non-trivial grading (grading that is not trivial) is bounded
from above.

ˇHM∗: non-trivial grading is bounded from below.
HM∗ has nontrivial gradings that are infinite in both directions, seen above.

LES relating these 3 implies that we have isomorphism between HM and ĤM
when grading is sufficiently below. �
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13.5. Application in proof of Weinstein conjecture. Following Hutchings’
exposition, we will give a sketch on how an application of the nonvanishing result
in the previous section together with lots of new insights gives a deep result in
dynamics in Taubes’ proof of Weinstein conjecture. One should argue the following
is loosely related to the subject matter in this lecture series, and can omit it without
continuity, but partly because of the interests of the department and partly because
of lots of interests of HM in recent years have come from outside like dynamics, it
is helpful to be aware of reasoning using the concepts and results in the Seiberg-
Witten world, even if one is to study SW per se, and we will see lots of notions we
have familiarized ourselves with in past lecturees have come into play.

Let Y be a closed 3-manifold, and λ 1-form on Y such that λ ∧ dλ is nowhere
vanishing. ξ := kerλ is called a (cooriented) contact structure.

For such λ, we have ι•dλ : TY → T ∗Y,X 7→ ιXdλ := dλ(X, ·) and it has 1-
dimensional kernel denoted by L, and λ|L is a nowhere zero, so we can define a
vector field R ∈ Γ(L) ⊂ Γ(TY ) s.t. ιRdλ = 0 and λ(R) = 1, so R is a nowhere
zero vector field, called Reeb vector field. One can study its dynamics e.g. whether
R has a closed orbit γ : R/TR → Y such that γ̇ = R ◦ γ with period T < ∞ as
the first approximation. This does not do the justice of the following question, but
it is an important question that drives lots of development in contact geometry,
and earlier work by Hofer on proof for the case of Y = S3 and overtwisted case
introduces holomorphic curve into contact geometry and establishes the connection
of existence of Reeb orbits and existence of finite energy punctured holomorphic
curves, lays the foundation and inspires the creation of a powerful invariant called
symplectic field theory (SFT) and its variants.

Weinstein conjecture (3d): For (Y, λ) closed contact 3-manifold. ∃ a closed orbit
of the Reeb vector field R (associated to λ).

Taubes approached this using Seiberg-Witten theory and used in an essential
way the non-vanishing result in the earlier subsection.

How do we get the initial data needed to construct SW from the current setting.
First fix a Riemannian metric g on Y such that |λ|g = 1 and dλ = 2 ∗g λ (both
2-forms are nonvanishing and one can define ∗ using a multiple of λ∧ dλ as volume
form and adjust the proportion using g).
ξ = kerλ = K−1 (the anticanonical line bundle (for symplectization), at the

following one can just regard it as a notation). Denote the associated spinc structure
as sξ := (S, c) where S = Sξ = C ⊕K−1 with the first factor denoting the trivial
bundle and the Clifford multiplication acts by c(λ) acts as i and −i in each factor
respectively.

Any spinc structure s is E ⊗ S = E ⊕K−1E for some complex line bundle E.
We perturb SW equation by exact 2-form as follows

(‡)

{
∗FA = r(〈ρ(·)ψ,ψ〉 − iλ) + iw

DAψ = 0

Here w is a harmonic 1-form, such that [∗wπ ] = c1(K−1) with π = 3.14... the
universal constant.
∃ unique Hermitian connection A0 and spinor ψ0 = (1, 0) ∈ Γ(C ⊕ K−1) s.t.

DA0
ψ0 = 0. A trivial solution to the equation for any r.

We want to let r →∞.
After scaling, and small perturbation (to achieve regularity etc), IFT shows that

we still have:
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For all δ > 0 if r >> 0 (my notation for being large enough), we have
∃ unique (up to gauge transformation) (Atriv, ψtriv) to (‡) for sξ such that:{

1− |ψtriv| ≤ δ on Y (†) in fact, LES is of order O(r−1/2)

grading of (Atriv, ψtriv)in HM chain group is independent of r.

So for δ small enough, ψ is a nowhere vanishing section.
Fix E, s = E ⊗ sξ.
Let (An, ψn) be a sequence of solutions to (‡)rn with rn →∞. Suppose{

(1) ∃δ > 0, with supY (1− |ψn|) > δ (thus not the trivial solution above),

(2) ∃C <∞, with i
∫
Y
λ ∧ FAn < C (energy control for the following convergence).

Then ∃ non-empty orbit set a (a formal sum of closed Reeb orbits with nonzero
integer weights) s.t. [a] = PD(c1(E)).

The idea is that ψn = (αn, β) ∈ Γ(E ⊕ EK−1) w.r.t the splitting. We have
α−1
n converges to a as a current (in the dual space of smooth compactly supported

dR forms) under energy bound (2) and which would be non-empty due to (1) and
uniqueness of the perturbed trivial solution, while |βn| → 0. Topological property is
one definition of c1. This is inspired by Taubes’ earlier work of getting a holomorphic
curve from SW solution (with r parameter) in closed symplectic 4-manifolds.

Fix E s.t. sE = E ⊗ sξ has torsion c1 (note that c1(sE) = c1(K−1) + 2c1(E) as
S = E ⊕K−1E).

Theorem 13.7 ([KM] in previous subsection). ∃ solution to (‡)r for all r ≥ 1

Need to find a sequence of solutions satisfying conditions (1) and (2):

13.5.1. Condition (1). If c1(E) 6= 0, ∃c > 0 s.t. for r >> 0 if (A,ψ) is solution to
(‡)r, then ∃ point p ∈ Y , s.t. 1− |ψ(p)| ≥ 1− c√

r
.

For c1(E) = 0, since “trivial” solution is unique at one degree (independent of

r), but ĤM nonzero in infinitely many gradings.

13.5.2. Condition (2). In the current perturbed form CSw(A) := −
∫
Y

(A − A1) ∧
(FA + FA1

− 2i ∗ w). Want to show that it is a sum of 2 functionals to control. It
is gauge-invariant as c1 is torsion.

Definition 13.8. E(A) := i
∫
Y
λ ∧ FA (appeared in condition (2)).

CSD(A,ψ) := − 1
8

∫
Y

(A − A0) ∧ (FA + FA0 − 2iµ) + 1
2

∫
Y
〈DAψ,ψ〉dvol (with

dvol = λ ∧ dλ).
(µ = −rdλ− iFA0

+ 2 ∗ w). Let the reference base point be A0 + 2A1.
From these, we have CSD(A,ψ) = 1

2 (CS(A)− rE(A)) + r
2

∫
〈DAψ,ψ〉dvol.

For SW solution, we have CSD(A,ψ) = 1
2 (CS(A)− rE(A)). (So indeed we have

CS written as a sum of two meaningful quantities).
We first find a piecewise smooth canonical family in r:
~: For r >> 0, ∃ (A(r), ψ(r)) to (‡)r.
• (A(r), ψ(r)) is piecewise smooth in r.
• CSD(A(r), ψ(r)) continuous in r.
• For r. s.t. (A(r), ψ(r)) is smooth, (A(r), ψ(r)) is nondegenerate and its

grading in ĤM is independent of r.
• (A(r), ψ(r)) is not gauge equivalent to (Atriv, ψtriv).
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Proof. For any grading k, r >> 0, all generators defining ĤMk(Y, s) are irreducible,
via a spectral flow argument.

This implies that the differential of Floer chain just counts for pertrubed (-ve)
gradient flow of CSD without reducibles.

[KM] in the earlier s says that ∃ nonzero clas σ in ĤM∗(Y, s) and when c1(E) = 0,
we can assume grading of σ is not the same as (Atriv, ψtriv). Fix σ.

(Using tame perturbation in P, suppressed in notation,) We can assume ĤM∗
defined for generic r.

For such r, σ is represented by
∑
i nici where ci is a critical point of CSD L(they

are distinct), and ni’s are nonzero, and the index set is finite.
Define h(r) := min∑

i n
r
i c
r
i∈σ maxi CSD(cri ) =: CSD(crminmax), where we show

the r-dependence as superscripts.
Define (A(r), ψ(r)) := crminmax. Need to show h(r) extends to a continuous

function for all r >> 0, using bifurcation.
We give a baby version of this in Morse theory. (fr, gr) fails Morse-Smale con-

dition for finitely many r. Let r < r′ be two such that M-S condition does hold.
We have continuation map Φ : CM∗ (fr′ , gr′) → CM∗ (fr, gr), which is defined by

counting maps γ : R→ B s.t. γ̇(s) = −∇fφ(s)γ(s), where φ : R→ [r, r′] monotone
is fixed before hand with φ|(−∞,0] = r′ and φ|[1,∞) = r.

By chain rule, d
dsfφ(s)(γ(s)) = |∇fφ(s)(γ(s))|2 + dφ(s)

ds
∂fr(x)
∂r |r=φ(s),x=γ(s). The

second factor of the last term is bounded by C as [r, r′]×X is compact.
If p′ and p critical points of fr′ and fr respectively, suppose 〈Φ(p′), p〉 6= 0, namely

the cofficient of p in Φ(p′) is nontrivial, then integrating, fr′(p
′) ≥ fr(p)−C(r′−r).

Plus the other direction, we have Lipschitz, thus continuous. �

We can show by differentiation and definition of (A(r), ψ(r)), that

(�)
d CSD

dr
(A(r), ψ(r)) = −1

2
E(A(r)).

We only need to show E bounded, by analyzing the growth rates in subsequences.

13.6. Dichotomy. We have the following dichotomy:

• ∃rn →∞, E(A(rn)) < C for all n.
• ∃rn →∞, E(A(rn)) ≥ Crn and then CS(A(rn)) ≥ Cr2

n.

Proof. Denote CS(r), E(r) and CSD(r) for the respective corresponding quantities
with (A(r), ψ(r)) substituted in. Can assume E(r) > 1 for r >> 0, or the first case
holds. Fix ε0 ∈ (0, 1/5).

Case A: ∃rn →∞ with CS(rn) ≥ ε0rnE(rn) for all n.
We claim as a blackbox: (�) ∃C, if (A,ψ) satisfies (‡)r with E(A) > 1, then

|CS(A)| ≤ Cr2/3E(A)4/3.
From this and hypothesis of Case A, we are in the second case of the dichotomy.
Case B: we have CS(r) < ε0rE(r) (labelled as (a)).

Define v(r) := E(r)− CS(r)
r = 2 2CSD(r)

r .

(�) implies dv
dr = CS

r2 (labelled (b)). (a) is equivalent to E < v
1−ε0 (labelled (c)).

(a), (b) and (c) imply that dv
dr <

εv
r with ε := ε0

1−ε0 <
1
4 .

From these, we can deduce v < C1r
ε for some C1 (labelled as (d)).
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(�), (c) and (d) imply that CS < C2r
2
3 + 4

3 ε. Putting this into (b), we get that
dv
dr < C2r

4
3 (ε−1), and as ε < 1

4 , the exponent 4
3 (ε− 1) < −1. Integrating, we have v

bounded from above.
Then by (c), E < v

1−ε0 < C. �

But then we have the following result:

Proposition 13.9. ∃κ > 0 s.t. for r >> 0, (A,ψ) solution to (‡), we have
|deg(A,ψ) − deg(Atriv, ψtriv) + 1

4π2CS(A)| < κr31/16, where it is important that
the exponent is less than 2.

Suppose we are not in the first scenario in the dichotomy statement, then we have
CS(rn) ≥ Cr2

n for some subsequence rn → ∞; however, by the above inequality
where two degrees are constant, we have CS(rn) grows less than r2

n, which is a
contradiction.

We have obtained a sequence (Arn , ψrn) with finite uniform energy bound (condi-
tion (2)) and nontrivial specified in condition (1), by the statement at the beginning
of this section, we have a nontrivial orbit set, in particular a closed Reeb orbit.

14. Lecture 14: Detecting volume in 3d contact geometry

Let (Y, λ) be a closed connected contact 3-manifold. Recall from last time that,
λ is a 1-form such that λ ∧ dλ nowhere 0, thus a volume form.

For any Γ ∈ H1(Y ), which (using the volume form/orientation) is under Poincaré
duality corresponds to PD(Γ) ∈ H2(Y ) which corresponds to a (iso class of) line
bundle denoted still by PD(Γ), and a spinc structure sξ ⊗ PD(Γ). Here, recall
the spin bundle of sξ is C ⊕ ξ with ξ = kerλ the contact structure. We assume
c1(sξ ⊗ PD(Γ)) = c1(ξ) + 2PD(Γ) is torsion. Thus we have absolute Z grading.

Let {σk}k be a sequence of nonzero homogeneous classes in ĤM
-∗

, ∗ ∈ Z with
lim
k→∞

−gr(σk) =∞. Here, in the monopole Floer cohomology, we count trajectories

from right to left, namely, ∂[b] =
∑

[a] #M̌([a], [b])[a]. Then, the topic of today’s

lecture is about the following volume detecting property:

lim
k→∞

cσk(Y, λ)2

−gr(σk)
= vol(Y, λ) :=

∫
Y

λ ∧ dλ.

Now we explain the undefined term cσ for a nonzero class:

There is a filtered version of ĤM
-∗

as follows: Ĉ-∗
L := {a ∈ Ĉ-∗ | E(a) ≤ L}, with

a =
∑
i nici =

∑
i ni[(Ai, ψi)] and E(a) :=

∑
i ni(i

∫
Y
λ ∧ FAi), is a subcomplex of

Ĉ-∗, inducing ιL : ĤM
-∗
L → ĤM

-∗
.

Given σ ∈ ĤM
-∗
\{0}, define

cσ(Y, λ) = infL{L | σ ∈ im(ιL)}.
This volume detecting result is proved by Cristofaro-Gardiner–Hutchings–Ramos,

in their “The asymptotics to ECH capacities” paper.

14.1. Proof of “≤”. (‡)r

{
∗FA = (r〈c(·)ψ,ψ〉 − iλ) + (i ∗ dµ+ πw)

DAψ = 0.

Here π is the universal constant.
Last time, (†) |gr(A,ψ) + 1

4π2CS(A)| < κr31/16 for r > r∗. (We can shift the
degree to get rid of one grading term from last time.)
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Fix δ ∈ (0, 1
16 ). Given j ∈ N, define rj to be the largest real number s.t.

(~) j =
1

16π2
r2
jvol(Y, λ)− r2−δ

j .

Since r � 0, no generators from reducibles (using a spectral flow estimate). So
for j,

sj := {r | ∃ a generator with grading ≥ −j associated to reducible solution to (‡)r} <∞.

Claim: sj < rj if j � 0. (This is one of significance of rj .)
(�) (Taubes): For (A,ψ) solution to (†)r, E(A) := i

∫
Y
λ∧FA ≤ r

2vol(Y, λ) +C.

CSD(A,ψ) = 1
2 (CS(A)− rE(A)) + I

∫
Y
µ ∧ FA + r

∫
Y
〈DAψ,ψ〉dvol.

Fix σ ∈ ĤM
-∗

nonzero with gr(σ) ≥ −j (h defined last time using minmax for

homology ĤM∗, here we have cohomolohgy, so maxmin)

h(r) = max∑
i n

r
i c
r
i∈σ

min
i
CSD(cri ) = CSD(crmaxmin).

(A(r), ψ(r)) := crmaxmin, and h(r) piecewise smooth. Define CSD(r) = CSD(A(r), ψ(r))
and E(r) := E(A(r)).

d
drCSD(r) = − 1

2E(r) for all r > sj (no reducible) s.t. Ĉ∗ is defined.

Proposition 14.1. lim
r→∞
E(r) = 2πcσ(Y, λ).

Lemma 14.2 ( a○). r � 0,

{
E(A) > 2πL0 a universal threshold

|CS(A)| ≤ Cr2/3E4/3 appeared in the last lecture

for (A,ψ) to (†)r that is not (Atriv, ψtriv).

Fix γ ∈ (0, δ4 ) and δ ∈ (0, 1
16 ).

Lemma 14.3 ( b○). For all j, ∃ ρ s.t. r � ρ and Ĉ-∗ defined, (A,ψ) non-trivial
solution to (†)r of grading −j, then |CS(A)| ≤ r1−γE(A).

Proof. (of Lemma b○) If not, ∃ such a (A,ψ) with

r1−γE(A) < |CS(A)| ≤ Cr2/3E(A)4/3

if r � 0. This implies that rγ−1|CS(A)| > E(A) > C−3r1−3γ , thus |CS(A)| >
C−3r2−4γ and this exponent is bigger than 31

16 by choice (4γ < δ < 1
16 ) and and

thus contradicts to (†) as r � 0. �

Proof. (of Proposition) Assume r � 0, a○ and b○ (gr(σ) = −j) and non-trivial
solution in gr(σ) irreducible with energy E > 0.{∫

|FA|
Taubes
≤ κ(E(A) + 1)

Lemma a○
⇒ ( a○) |i

∫
Y
µ ∧ FA| ≤ κE(A).

As CSD(A,ψ) = 1
2 (CS(A)− rE(A)) + i

∫
µ ∧ FA, by Lemma a○ and Inequality

c○, we have:{
(1− r−γ − 2κr−1)E(A) ≤ −2

r CSD(A,ψ) ≤ (1 + r−γ + 2κr−1)E(A)

lim
r→∞
E(Atriv) = lim

r→∞
CSD(Atriv,ψtriv)

r = 0.

This implies the proposition by the definition of cσ. �
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To see the “≤” part of the statement, heuristically:
Suppose σj nonzero of gr −j. Then,

limj

4π2cσj(Y,λ)2

j

Prop
= limj

E(A(rj))
2

j

�
≤
~

(
rj
2 vol(Y, λ) + C)2

1
16π2 r2

jvol(Y, λ) + r2−δ
j

=4π2vol(Y, λ).

14.2. Proof of “≥”. Let (Y±, λ±) closed oriented contact 3-manifolds. A strong
symplectic cobordism (Y+, λ+) → (Y−, λ−) is a compact symplectic 4-manifold
(X,ω) (where 2-form ω satisfies dω = 0 and ω2 nowhere zero) with ∂X = Y+ t Ȳ−
s.t. ω|Y± = dλ±.

A weakly exact symplectic cobordism is a strong symplectic cobordism with
ω = dλ exact. This gives rise to a morphism

ΦL(X,ω) : ĤM
-∗
L (Y+, λ+, 0)→ ĤM

-∗
L (Y−, λ−, 0).

Let A ∈ H2(X, ∂), ∂A = Γ+ − Γ−. For a strong cobordism, the filtration level

might get shifted but between the limits is well-defined ĤM
-∗

:= limĤM
-∗
L . Here

Γ+ is identified as PD(Γ+) the line bundle to tensor with sξ. Thus, we have

ΦL(X,ω) : ĤM
-∗

(Γ+)→ ĤM
-∗

(Γ−). This is defined by counting SW trajectories
in the (completed) cobordism with limits in the ± pieces. We have the following
properties:

• Trivial cobordism ⇒ Φ = Id.
• φ(Xr) ◦ φ(Xl) = φ(Xl ◦Xr).
• φ(X1 tX2) = φ(X1)⊗ φ(X2).

• We have U map increasing ĤM
-∗
→ ĤM

-∗+2
, corresponding to cup prod-

uct with c1 of tautological line bundle in coupled homology picture. We
have φ(X) ◦ U+ = U− ◦ φ(X).

Proof. (of “≥”) Step 1: ĤM
-∗

finitely generated and U is isomorphism.
∗ large enough, ⇒ ∃ finite collection of sequence satisfying (§) Uσk+1 = σk for

all k, s.t. every nonzero homogeneous σk of sufficiently large k is in one of these
sequences in (§). Thus suffice to prove “≥” for (§).

Step 2: ([−a, 0] × Y, d(esλ)). For ε > 0, B(r) := {z ∈ C2 | π|z|2 ≤ r} with
standard ω0. Let ϕi : B(ri) → [−a, 0] × Y , i = 1, · · · , N , with disjoint images,
s.t. ω2([−a, 0] × Y \

⊔
i ϕi(B(ri))) < ε (using Darboux charts). Denote X :=

[−a, 0]× Y \
⊔
i ϕi(B(ri)).

Weakly exact cobordism X : (Y, λ)→ (Y, e−aλ) t
⊔
i ∂B(rj).

Step 3: Φ(X) formula¿

ĤM
-∗

(∂B(ri)) has basis {ζk}k≤0. ζ0 = [(Atriv, ψtriv)] and Uζi = ζi+1.

For any σ ∈ ĤM
-∗

, Φ(σ) =
∑
k≤0

∑
k1+···+kN=k U

kσ ⊗ ζk1
⊗ · · · ⊗ ζkN .

Step 4: σk, k ≤ 0 with Uσk = σk+1.
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cσk(Y, λ) ≥ cΦ(σk)

(
(Y, e−aλ) t

N⊔
i=1

∂B(ri)
)

= max
U k̄σk 6=0

max
k̄=k1+···+kN

(
cU k̄σk(Y, e−aλ) +

N∑
i=1

cζki (∂B(ri)

)
≥ max
k1+···+kN=k−1

N∑
i=1

cζki (∂B(ri)).

Here cζki (∂B(ri)) = dri where d is the unique nonnegative integer s.t. d2+d
2 ≤

ki ≤ d2+3d
2 .

This implies lim inf
c2σk
k ≥ 4

∑
i vol(B(ri))

2 = 1−e−a
2 vol(Y, λ)− ε, with a > 0 and

ε arbitrary. This immediately implies “≥”. �

15. Lecture 15: Smooth closing Lemma + non-simplicity

15.1. Smooth closing lemma in 3d contact dynamics. Recall (Y, ξ) contact 3-
manifold, where contact structure ξ = kerλ for some 1-form λ with λ∧dλ nowhere
zero. λ is called contact form. We also sometimes call (Y, λ) contact manifold. Can
associate Reeb vector field Xλ by ιXλdλ = 0 and λ(Xλ) = 1.

For f > 0, fλ is another contact form defining the same ξ, but dynamics (Reeb
flow ϕt, periodic orbits etc) of Xfλ can be quite different to Xλ. (Ex: write Xfλ

in terms of Xλ and f .) Here, we quickly recall the idea of flow: We associates a
1-parameter family {ϕt}t∈R of diffeomorphism for a vector field Xλ on closed Y as
follows: γ̇ = Xλ ◦ γ is an ODE and solution γx : R → Y exists all time (as Y is
closed) and unique upon specifying the initial condition γx(0) = x, and we define
ϕt(x) = γx(t).

Theorem 15.1 (Kei Irie). (Y, λ) closed contact 3-manifold.
{f ∈ C∞(Y,R>0) | the union of periodic Reeb orbits of Xfλ is dense in Y } is

residual in C∞(Y,R>0) (with C∞ topology). (Here, residual means it contains a
countable intersection of open dense subsets.)

Denote P(Y, λ) = {γ : R/TγZ→ Y | Tγ > 0, γ̇ = Xλ ◦ γ} the set of closed Reeb
orbits.
A : P(Y, λ) → R>0, γ 7→ A(γ) := Tγ =

∫
γ∗λ, action. A(λ) = Im(A) action

spectrum of (Y, λ).
Define A(λ)+ set of actions for orbits sets, namely, let A(λ)0 = {0}, A(λ)m =

{
∑m
i=1 Ti | Ti ∈ A(λ)}, and A(λ)+ =

⋃
m≥0A(λ)m.

Fact: A(λ)+ is a closed set of (Lebesgue) measure 0 in R≥0.
(A(λ) ⊂ {critical values of a fixed real smooth function} ⇒ A(λ)+ is measure

0; A(λ) closed, minA > 0 ⇒ A(γ)+ is closed.)
Choose Γ ∈ H1(Y ), s.t. c1(ξ) + 2PD(Γ) torsion like last time.

For a nonzero σ ∈ ĤM
-∗

(Γ), define cσ(Y, λ) = inf{L | σ ∈ Im(ιL)} where

ιL : ĤM
-∗
L → ĤM

-∗
.

Here remark, although the filtration is defined as

E(
∑
i

ni[(Ai, φi)]) :=
∑
i

ni(i

∫
Y

λ ∧ FAi) ≤ L,
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as r → ∞, and φr = (αrφ, β
r
φ) with (αrφ)−1(0) converges to a Reeb orbit set α :=

(α∞φ )−1(0). (Hope the overuse of α will not be confusing as we will denote α an orbit

set and αφ the first component of φ w.r.t. the splitting PD(Γ)⊕(PD(Γ)⊗ξ).) And
in this (subsequential) limiting process for solution (Ar, φr) to (‡)r with bounded
energy E , E(Ar) converges to A(α). So this the following which values cσ(Y, λ)
makes sense.
cσ(Y, λ) is called spectral invariant, because:

• f ≥ 1, cσ(Y, fλ) ≥ cσ(Y, λ).
• a ∈ R>0, cσ(Y, aλ) = acσ(Y, λ).
• (fj)j∈N in C∞(Y,R>0) with fj →

C0
1, we have lim

j→∞
cσ(Y, fjλ) = cσ(Y, λ).

• (Action selector, spectrality) σ ∈ ĤM
-∗

, cσ(Y, λ) ∈ A+.

Before the proof, let me quickly recap a standard notion in contact geometry
which we have not used/needed so far.
λ is nondegenerate if for all x ∈ Fix(ϕT ) for all T > 0, dϕT := ξx → ξϕT (x) = ξx

(preserves the contact structure direction) has no eigenvalue 1, this implies that
T -periodic orbits are isolated among such (T -periodic orbits). We also say x ∈
Fix(ϕT ) is non-degenerate, where (ϕt(x))t∈[0,T ] is an embedded periodic orbit, if

ϕT : ξx → ξx and all the iterates do not have 1 as eigenvalue.

Proof. (spectrality) λ is non-degenerate. If cσ := cσ(Y, λ) 6∈ A(λ)+, as the latter

being closed, ∃ε > 0 s.t. (cσ − ε, cσ + ε) ∩ A(λ)+ = ∅. ⇒ ĤM
-∗
cσ−ε(Γ) = ĤM

-∗
cσ+ε

(recall again, Taubes showed E(Ar) (which is tied to φr = (αrφ, β
r
φ) through SW

equation) converges to A(α) with α := (α∞φ )−1(0).) ⇒ im(ιcσ−ε) = im(ιcσ+ε),
which contradicts to the definition of cσ.
λ degenerate, ∃ (fj)j≥1 with fj > 0, fj →

C1
1 and fjλ non-degenerate. Each

cσ(Y, fjλ) ∈ A(fjλ)m(j) where total multiplicity m(j) is defined as m(j) :=
∑
i ni

(where α =
⊔
i(γi, ni) where γi is the underlying embedded closed Reeb orbit and ni

is its multiplicity). We have supjm(j) < 0, since infj minA(fjλ) > 0 bounded away
from zero (the number of max allocation to create m(j) is bounded above). Thus,
(up to subsequence) m(j) = m constant, cσ(Y, fjλ) = a1

j + ... + amj , akm = lim
j→∞

akj

exists 1 ≤ k ≤ m and akj ∈ A(fjλ). As fj →
C1

1 ⇒
Reeb orbit sets converge

ak∞ ∈ A(Y, λ)

for all k. Thus, cσ(Y, λ) = a1
∞ + · · ·+∞m

∞ ∈ A(λ)m ⊂ A(λ)+. �

Theorem 15.2 (volume detecting, CG-H-R, covered last time). Let (Y, λ) closed
connected contact 3-manifold. Γ ∈ H1(Y ; Z) s.t. c1(ξ) + 2PD(Γ) torsion. Let σk

be sequence of nonzero homogeneous classes in ĤM
-∗

(Γ) s.t. −gr(σk) → ∞. (We
always have such thanks to the existence result in monopole homology that we have
covered.) Then the volume detecting property holds:

lim
k→∞

cσk(Y, λ)2

−gr(σk)
=

∫
Y

λ ∧ dλ =: vol(Y, λ).

As an important corollary:

Corollary 15.3. Let λ, λ′ be contact forms with same ξ = kerλ = kerλ′. Suppose

for any Γ ∈ H1(Y ; Z) s.t. c1(ξ) + 2PD(Γ) torsion and any σ ∈ ĤM
-∗

(Γ)\{0}
thereof, we have cσ(Y, λ) = cσ(Y, λ′), then vol(Y, λ) = vol(Y, λ′).
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Proof. Due to the calculation 2 lectures ago, there exists σk nonzero with−gr(σk+1) =
−gr(σk) + 2. With hypothesis applied to this sequence, the conclusion follows by
volume detecting. �

Define ‖f‖C∞ :=
∑∞
l=0 2−l

‖f‖
Cl

1+‖f‖
Cl

which is always ≤ 2.

Lemma 15.4 (C∞ closing lemma, Kei Irie). For any non-empty open set U in Y ,
ε > 0, ∃ f ∈ C∞(Y ) s.t. ‖f − 1‖C∞ < ε and ∃ non-degenerate γ ∈ P(Y, fλ) which
intersects U .

Proof. Take any h ∈ C∞(Y,R≥0) s.t. supp(h) ⊂ U , ‖h‖C∞ < ε and h 6≡ 0. Then a
calculation shows (�) vol(Y, (1 + h)λ) > vol(Y, λ).

Claim: ∃ t ∈ [0, 1] and γ ∈ P(Y, (1 + th)λ) which intersects U .

Proof. (of Claim) Suppose not, then for any t ∈ [0, 1], for all γ ∈ P(Y, (1 + th)λ),
γ avoids U . Then P(Y, (1 + th)λ) = P(Y, λ) for all t, since closed Reeb orbits for
(1 + th)λ and λ coincide in Y \U . ⇒ A((1 + th)λ)+ = (A)(λ)+.

For any Γ ∈ H1(Y ) with c1(ξ) + 2PD(Γ) torsion, and for all σ ∈ ĤM
-∗
\{0},

cσ(Y, (1 + th)λ) ∈ A((1 + th)λ)+ = A(λ)+, the latter is measure 0 in R≥0, and
cσ(Y, (1+th)λ) is continuous in t, thus constant. ⇒

Corollary
vol(Y, λ) = vol(Y, (1+h)λ),

which is contradicting to �. [Claim] �

Take g ∈ C∞(Y ) with ‖g‖C∞ sufficiently small, g|imγ ≡ 0, and dg|imγ ≡ 0, so
γ ∈ P(Y, eg(1 + th)λ) s.t. γ is moreover nondegenerate (ϕT : ξx 	 is twisted by
Hess(g)). f := eg(1 + th) is the desired. [Closing lemma] �

Proof. (Theorem of {f s.t. Reeb orbits of Xfλ is dense} is residual)
Let U ⊂ Y be nonempty open. Let

FU := {f ∈ C∞(Y,R>0) | ∃ nondegenerate γ ∈ P(Y, fλ) that intersects U}.
FU is open (due to open condition) and dense (closing lemma) in C∞(Y,R>0).

Take a countable basis (Ui)i∈N of open sets in Y . Then
⋂
i FUi is residual and any

f in it has Reeb orbits of Xfλ dense in Y . (For any open neighborhood of any point,
there will be a point on closed periodic orbits in it.) [Theorem] �

Remark 15.5. There is a variant (same argument) for closed geodesics on a closed
Riemannian surface (as closed geodesics on (Σ, g) correspond to periodic Reeb orbits
of the associated contact 3-manifold cosphere bundle).

15.2. Simplicity conjecture. Exercise session is converted into the final session
of lecture to cover a recent exciting progress partly using ideas/tools in this lecture
series.

Volume detecting lim
k→∞

cσk (Y,λ)2

−gr(σk) =
∫
Y
λ ∧ dλ.

“≤” uses structure and intrinsic property of Seiberg-Witten (‡)r very deeply via
intricate analysis.

“≥” needs Seiberg-Witten, but potentially replaceable. Because the other ap-
proach (e.g. embedded contact homology, which is more direct at set-up with orbit
set as generators of homology) still needs to associate a map φ(cob) for a cobordism
cob which is used essentially in the calculation for “≥”, and at the moment, this
is not well-defined (except in Seiberg-Witten Floer homology and via isomorphism

ECH∗(Γ)
Taubes∼= ĤM

-∗
(Γ) through it) due to geometric transversality issue.
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For the discussion in our “exercise session”, we follow the “Simplicity conjecture”
paper by Cristofaro-Gardiner–Humilière–Seyfaddini.

(S, ω) surface with area 2-form (symplectic 2-manifold).
A homeomorphism φ : S → S is an area-preserving homeomorphism if it pre-

serves the measure (from ω defined as ω(A) :=
∫
A
ω): ω(φ−1(U)) = ω(U).

(D,ω) a unit disk with boundary with standard area form. Homeoc(D,ω) group
of area-preserving homeomorphisms of 2-disk that are identity near the boundary
(i.e., compactly supported).

Definition 15.6. A group G is simple if any normal subgroup (denoted by H /G,
meaning that the subgroup H satisfies gHg−1 ⊂ H for g ∈ G) is either {e} or G.
I.e., it does not have a non-trivial (not {e}) proper (not G) normal subgroup.

Question: (Fathi, ’80) Is Homeoc(D,ω) simple?
Why is it a good/interesting question?

• dim ≥ 3 understood by Fathi, SIMPLE.
• ICM 2006. 4 different mathematicians in different areas ask about this.
• Motivation for C0-symplectic topology.

Theorem 15.7. (CG-H-S) Homeoc(D,ω) is NOT simple.

Remark 15.8. • No natural (possibly discontinuous) homeomorphism anal-
ogous to flux, Calabi, mass-flow.
• Le Roux fragmentation ⇒ If not simple, then lots of proper normal sub-

groups. (This might partly explain why it is hard to find one.)

Why we end the course with this topic and what are the connections between
various topics?

Thom conj. solved by KM SW Floer homology ĤM etc

using SW on W 4 w. ∂ = Y 3
valued in−−−−−−→ SW on R× Y

calculation

yand existence

Taubes’ equiv of counts −−−−→ 4d SW on R× Y : (Ar, (αr, βr))
r→∞→

betw. 4d SW & holo. curves (α∞)−1(0) holo. curve w. orbit sets as limits −−−−→ Weinstein conj.

Hutchings’ ECH∗ ∼= KM’s ĤM
-∗

Taubes’ proof

Hutchings’s cσ

yTaubes’ ECH∗(Γ)∼=ĤM
-∗

(Γ)

C∞ closing lemma
Irie←−−−− volume detecting

CG-H-R←−−−−−−−
“≤′′ & “≥′′

properties on

spectral invariant

analogue betw.

yPFH=ECH

non-simple Homeoc(D,ω)
CG-H-S←−−−−− “ ≥′′ part of Calabi detecting

15.2.1. Stable Hamiltonian structure. S2 = {(x, y, z) ∈ R3 | x2 + y2 + z2 = 1},
ωS2 = 1

4πdθ ∧ dz, Area(S2) = 1.

D = {(x, y) | x2 + y2 ≤ 1}, S+ = {(x, y, z) ∈ S2 | z ≥ 0}.
ι : D → S2, (r, θ) 7→ (θ, 1− r2) with the image S+.
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ω = ι∗ωS2 = 1
2π rdr ∧ dθ. Disk (D,ω) has area 1/2.

More general notion to contact structure (odd dimension in general, here we
focus on 3dim)

Stable Hamiltonian structure (SHS) (α,Ω) on a 3-manifold Y is a pair, where
α 1-form, Ω closed 2-form, and α ∧ Ω nowhere zero, and (stability) ker Ω ⊂ ker dα
(equivalent to dα = gΩ for some g ∈ C∞(Y,R), here ker Ω means kernel of the map
ι•Ω = Ω(•, ) : TM → T ∗M). Reeb vector field X = Xα,Ω is defined by ιXΩ = 0
and α(X) = 1.

Example 15.9. • Contact (λ, dλ).
• Mapping torus. (S, ω) closed surface with area 2-form, ϕ area-preserving

diffeomorphism ϕ∗ω = ω. Mapping torus Yϕ := S×[0,1]r
(x,1)∼(ϕ(x),0) . α = dr and

Ω = pr∗1ω/ ∼= ωϕ. SHS. Reeb X = ∂
∂r . Reeb orbits=periodic orbits of ϕ.

15.2.2. Periodic Floer homology and cd. Floer homology (has the spirit of HM)
PFH(ϕ, h) periodic Floer homology. Here h ∈ H1(Yϕ)\{0}.

• Generators (over Z/2) α = {(αi,mi)}i orbit set. αi embedded periodic
Reeb orbits, mi positive integer, 1 if αi hyperbolic (linearized return map
ϕTx : ξx → ξx has real eigenvalues). h =

∑
imi[αi].

• There is relative grading I(α, β, Z) for orbit sets α, β and Z a spanning
surface homology class from α to β, which calculate the dimension of the
moduli space below.
• Rs × Yϕ. The tangent bundle TYϕ = RX ⊕ ξ with X Reeb and ξ = kerα.

Almost complex structure (90o rotation) J : T (R × Yϕ) → T (R × Yϕ),

J : ∂
∂s 7→ X, and ξ → ξ with Ω(·, J ·) metric.
u : (Σ, j) → (R × Yϕ, J) mapping from a Riemann surface Σ with j

(almost) complex structure is (J-)holomorphic if du◦ i = J(u)◦du, namely,
du intertwines almost complex structures. This equation gives a Fredholm
problem and forms a moduli space.
• M1

J(α, β) denotes the space of holomorphic embedded curve/current C (al-
ready mod out domain reparametrization) of dimension I(α, β, [C]) = 1
with asymptotics to α as s → +∞ and to β as s → −∞, then modulo R
translation in R×Yϕ. This index I(α, β, [C]) has the property that C in the
moduli space with I(α, β, [C]) = 1 (if transverse as a point in the moduli
space) is automatically embedded.

(Taubes 4d SW on R×Yϕ with first component of spinor having the zero

set (αr)−1(0)
r→∞→ holomorphic curves with ends Reeb orbit sets.)

• ∂α =
∑
β #2M

1
J(α, β)β. We have ∂2 = 0 (this is super non-trivial involving

elaborate definition and argument of gluing). The homology is called PFH.
(This is an SHS variant of embedded contact homology for Y contact.)

Specialize to (S, ω) = (S2, ωS2), ϕ ∈ Diff(S2, ωS2) supported in S+. Yϕ ∼=
S2 × S1. h ∈ H1(Yϕ) = Z. π : Yϕ → S1, d = deg(h) = #inters([fiber], h).

Choose a cycle γ0 in Yϕ s.t. π|γ0 : γ0 → S1 is an orientation preserving.

• generator for P̃FC which comes with an action filtration. (α,Z) with Z
spanning surface homology class between α and dγ0.
• absolute grading: I(α,Z) with I(α, β, Z − Z ′) = I(α,Z)− I(β, Z ′).
• differential counts J-holomorphic current C from α (from generator (α,Z))

to β (from generator (β, Z ′)) s.t. Z ′+[C] = Z, as follows: M1
J((α,Z), (β, Z ′))
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is the moduli spaces of such with index I(α, β, [C]) = I(α, beta, Z − Z ′) =
I(α,Z) − I(βZ ′) = 1, then quotiented by Z translation in R × Yϕ. Define
∂(α,Z) =

∑
(β,Z′) #2M

1
J((α,Z), (β, Z ′))(β, Z ′).

∂2 = 0 gives rise to P̃FH.

• Action A(α,Z) =
∫
Z
ωϕ. P̃FC

L
= {(α,Z) | A(α,Z) ≤ L}. ∂ : P̃FC

L
	.

⇒ ιL : P̃FH
L
→ P̃FH.

• cσ(ϕ) = inf{L | σ ∈ im(ιL)}.
P̃FH∗(Yϕ, d) depends on the homotopy class of ϕ.

We calculate P̃FH∗(Yϕ, d) =

{
Z/2 if ∗ = d mod 2

0 otherwise.
by using ϕ irrational ro-

tation (z, θ) 7→ (z, θ + α) with α irrational.
For every (d, k), k = d(mod2), there exists a unique class σd,k in grading k.

Define cd,k(ϕ) := cσd,k(ϕ), cd(ϕ) := cd,−d(ϕ).

15.2.3. Finite energy homeomorphism. Define H ∈ C∞c (S1
t × D) time-dependent

function on D2 supported in D̊.
There exists a unique XH such that ω(XH , ·) := dH as ω is an area form. Flow

of XH , ϕtH , Hamiltonian flow.
Every area preserving diffeomorphism φ ∈ Diffc(D,ω) is ϕ1

H for some H ∈
C∞c (S1 ×D).

Hofer norm/energy: ‖H‖(1,∞) =
∫ 1

0

(
max
x∈D

H(t, x)−min
x∈D

H(t, x)
)
dt.

Definition 15.10. φ ∈ FHomeoc(D,ω) is called finite energy homeomorphism if
φ ∈ Homeoc(D,ω) and ∃ Hi ∈ C∞c (S1×D) s.t. ‖Hi‖(1,∞) ≤ C <∞ and ϕ1

Hi
→
C0
φ.

One can show that the FHomeoc(D,ω) is a normal subgroup.
The main focus of the lecture is to show:

Theorem 15.11. FHomeoc(D,ω) is a proper normal subgroup of Homeoc(D,ω).
(Namely, ∃ φ ∈ Homeoc(D,ω)\FHomeoc(D,ω) s.t. any {Hi} with ϕ1

Hi
→
C0

φ has

‖Hi‖(1,∞) →∞.) Therefore, Homeoc(D,ω) is not simple.

We will construct an example of such φ:
Let f : (0, 1]→ R smooth, vanishes near 1, decreasing. lim

r→0
f(r) =∞.

Define φf with φf (0) = 0, φf (r, θ) = (r, θ + 2πf(r)). φf ∈ Homeoc(D,ω) called
∞-twist.

We first define Calabi invariant to motivate the condition below. Let θ ∈
Diffc(D,ω), ∃ H ∈ C∞c (S1 × D) s.t. θ = ϕ1

H . Define Cal(θ) =
∫
S1

∫
D
Hωdt.

Cal : Diffc(D,ω) → R thus defined is a non-trivial group homomorphism indepen-
dent of such H.

We can construct ∞-twist with a f such that
∫ 1

0

∫ 1

r
sf(s)dsrdr =∞.

Remark 15.12. ω = 1
2π rdr ∧ dθ, φf smooth, defined by f : [0, 1]→ R (defined at

0 now) as in the above formula. Then Cal(φf ) =
∫ 1

0

∫ 1

r
sf(s)dsrdr, which explains

the above quantity.

15.2.4. Spectral invariant cd and Calabi detecting for monotone twist. Claim: cd
defined above has the following properties:
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• cd(Id) = 0.
• H ≤ G in C∞c (S1 ×D) ⇒ cd(ϕ

1
H) ≤ cd(ϕ1

G) for all d.
• Hofer-continuous: |cd(ϕ1

H)− cd(ϕ1
G)| ≤ d‖H −G‖(1,∞).

• Spectrality: ϕd(ϕ
1
H) ∈ Specd(H) analogous to A+, which is the image of

critical points of the action functional in the current setting.
• (C0) cd : Diffc(D,ω) ⊂ Diffc(S

2, ωS2) → R continuous w.r.t. C0 on
Diffc(D,ω) extends continuously to Homeoc(D,ω).

Theorem 15.13. For a monotone twist ϕ = φf , namely, φf defined by the same

formula above but with smooth function f : [0, 1] → R. Then lim
d→∞

cd(ϕ)
d = Cal(ϕ).

(We only need the “≥” part.)

15.2.5. ∞-twist is not of finite energy and proof of non-simplicity.

Lemma 15.14 ((�), linear growth for FHomeoc). ψ ∈ FHomeoc(D,ω) ⇒ ∃ C =

C(ψ) s.t. cd(ψ)
d ≤ C for all d.

Proof. By definition, ∃ Hi ∈ C∞c (S1 ×D) with ‖Hi‖(1,∞) bounded by C.

Hofer continuous and cd(Id) = 0, ϕ1
Hi
→
C0
ψ. ⇒ cd(ϕ

1
Hi

) ≤ d‖Hi‖(1,∞) ≤ dC.

cd extends to Homeoc(D,ω) continuously ⇒ cd(ψ) = lim
i→∞

cd(ϕ
1
Hi

) ≤ dC ∀d. �

Lemma 15.15 ((~), ∞-twist has super-linear growth). ∃ φfi ∈ Diffc(D,ω).

• φfi →
C0
φf ∞-twist.

• ∃ Fi supported in D̊ s.t. ϕ1
Fi

= φfi and Fi ≤ Fi+1.
• lim
i→∞

Cal(φfi) =∞.

Proof. Choose smooth fi : [0, 1]→ R. fi = f on [ 1
i , 1] and fi ≤ fi+1.

φfi defined using twist. φfi = φf outside D( 1
i ), so φ−1

f φfi →
C0

Id.

φfi is ϕ1
Fi

for Fi(r, θ) =
∫ 1

r
sfi(s)ds, Fi ≤ Fi+1.

By definition of Cal,

Cal(φfi) =

∫ 1

0

∫ 1

r

sfi(s)dsrdr

≥
∫ 1

1
i

∫ 1

r

sfi(s)dsrdr

=

∫ 1

1
i

∫ 1

r

sf(s)dsrdr →∞.

So, lim
i→∞

Cal(φfi) =∞. �

Proof. (∞-twist is not a finite energy homeomorphism, thus FHomeoc(D,ω) is
proper, and Homeoc(D,ω) is not simple.)
cd(φfi) ≤ cd(φfi+1

).
φfi →

C0
φ, cd(φ) = lim

i→∞
cd(φfi).

So cd(φfi) ≤ cd(φf ) ∀i ∀d.

Thus, lim
d→∞

cd(φf )
d ≥ lim

d→∞

cd(φfi )

d ≥
“≥′′ of Calabi detecting

Cal(φi)→
~
∞.

Thus, lim
d→∞

cd(φf )
d =∞ and (�) ⇒ φf 6∈ FHomeoc(D,ω). �
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You reach the end of the lecture series. Thank you very much for following along.
If you want to take the example to get credit, please email me.
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